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PREFACE

This report is a final summary of the investigations carried out during the

period September 21 1961, to July 31, 1962, by the Institute of Science and Tech-

nology of The University of Michigan for the{ystems Research and Development

Service, Federal Aviation AgencyJ under Contract No. ARDS-436, for the purpose

of studying and analyzing four selected long-range navigation techniques usable by

non-military ocean-crossing aircraft. The purpose of this report is to permit com-

parisons with other systems not considered in this study, and evaluation of systems

considered in relation to desired track separation. The FAA Project Manager has

been Mr. Nathaniel Braverman.

The Navigation and Guidance Laboratory of the Institute conducts work encom-

passing two general areas: (1) analytical and experimental research in navigation

and guidance systems, techniques, sensors, and investigation of assoc! .Ld underly-

ing physical and mathematical phenomena; and (2) supporting efforts in areas of

work intimately associated with navigation and guidance. The Navigation and Guid-

ance Laboratory, besides retaining its own staff of research personnel, is free to

consult with and invite participation of members of the University faculty.
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STUDY AND ANALYSIS OF SELECTED LONG-DISTANCE
NAVIGATION TECHNIQUES

Volume II
Fnal Report

A3TRACT

The state of the art and the development potential of heading references, VLF
(very-low-frequency) radio systems, inertial techniques, and satellite systems have
been considered for their applicability to long-range ocean-ciobsing nonmilitary
aircraft from 1965 to 1975. The navigation systems discussed here are by no means
the only competitors for position and course determination over transoceanic and
high-altitude transcontinental regions; our data and information should permit fur-
ther comparison with other systems.

We conclude that magnetically slaved and good free gyroscopes will continue to
be the principal heading references for commercial aircraft; we recommend Im-
provement programs in magnetic compasses and the use of nonfloated friction-
averaging gyros.

We do not expect that VLF systems will have been sufficiently operated to be
acceptable for commercial aviation before 1975. However, their ability to cover
large areas and inherent accuracy make them attractive if certain propagation and
instrumentation problems can be solved.

In their present form inertial systems are competitive with doppler navigation
systems, at least in accuracy. The choice of an Inertial system for commercial
flight depends on cost, reliability, and convenience. Product improvement and the
recently lowered cost of inertial platforms may make these systems attractive in
the near future, particularly for higher speed aircraft.

The present configuration of TRANSIT, the only satellite reference system sched-
uled for implementation, exhibits time gaps which would be serious for aircraft use.
The single-fix accuracy appears to be adequate if additional satellites are orbited to
provide more frequent fixes.

1
INVWt'O

1.1. NATURE OF REPORT

This is the final report on contract ARZS-4$6, Study and Analysis of Selected Long Distance

Navigation Techniques. It consists of a review of the stae of the art and development potential

for each of the several techniques studied. These are (1) aproved headin refereaces, (2) very-

low-frequency ground-based radio navigation techiqvue, (3) Inertial navigption techniques and
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(4) navigation using earth satellites for nonmilitary ocean-crosstig aircraft. An explicit presen-

tation of the work program is contained in the statement of work of the contract, appended to

Volume I.

The above techniques have been considered for their applicability to the high long-range

traffic over ocean routes expected in the period 1965 to 1975. Principal attention was directed

to routes terminating in the United States and its possessions, although some consideration was

given to world-wide coverage for those systems which provide it easily. In an effort to describe

the operational environment, information regarding current and future routes, aircraft types and

schedules was collected.

Sources of Information for work on this contract were many. While detailed references are

given in following sections, it seems worthwhile to note here the variety of sources- military

development agencies, several military operational units, many manufacturers and developers,

several airlines and airline associations, and several military testing agencies. One major

effect in connection with using such a variety of sources was the disparity of information re-

garding similar equipment or systems. For systems in the development state it is difficult

enough to arrive at precise cost and performance estimates. For systems which exist only as

proposals-or gleams in the engineer's eye-the cost and performance estimates must be made

carefully and then viewed suspiciously.

This report is divided into two volumes. Volume I includes this introductory section, which

discusises the approach to the problem; and a summary section, which presents conclusions and

recommendations relative to each of the four areas of study. Appendix A comprises the state-

ment of work of the contract under which this study has been conducted; Appendix B is a letter

summary of the report's major conclusions and may be useful to the reader as a quick survey.

Volume 11 discusses the problem in more detail. After an introduction and a brief summary

its four main sections take up heading references, VLF radio systems, inertial systems, and

satellite-reference systems. Five appendixes diacuss VLF systems in still more detail.

1.2. THE ACCURACY PROBLEM

Taking accuracy as a measure of performance of a navigation system, we find that various

"kinds" of accuracy exist. These are not comparable although they are often treated as such in

side-by-side comparisons of competitive systems. Common usage of "accuracy" may include

any one of the following.

(a) The fundamental accuracy limit for a particular system Is determined by the physical

limitations inherent in the method, or by our knowledge of the underlying physical

2
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constants. For example, radar is limited by (among other factors) the knowledge of

the propagation velocity of electromagnetic waves.

(b) Ideal performance today is the accuracy attained by existing research and development

systems under ideally controlled laboratory conditions. It also comprises predicted

system performance based upon present-day component accuracy under laboratory

conditions.

(c) Ideal performance in the foreseeable future is the same as (b) except that an extrapo-

lation is made to some future date. The prediction of improved performance is (or

should be) based on normal research and development progress; breakthroughs cannot

be programmed, and it should not be assumed that they will occur.

(d) Operational accuracy is the accuracy of the production system operated, calibrated,

and maintained by airline personnel in the field rather than by the design engineers.

Operational accuracy is sometimes estimated by subjecting ideal performance results

to some degradation factor.

(e) Special operating condition performance refers to accuracy under unfavorable conditions

which may further degrade the accuracy from (d). Included in this category are short

warmup times, temporary power failures, high latitudes, etc. In some cases, special

conditions may deny use of the system entirely.

Most statements on accuracy are given without due regard to the reliability of the system.

Malfunctions or large inaccuracies for which specific causes are suspected are customarily

removed from the statistical analysis of errors. Thus, quoteJ accuracy, even when based on

field experiments, may not be a valid measure of system performance.

Most navigation systems require initial settings or calibration. These may take the form

of null and scale adjustments, starting point or transmitter locations, and/or north reference

direction. Conditions may limit the precision with which these operations can be performed.

The result is that any system of a specified type-no matter how accurately it performs when

correctly calibrated-may exhibit inadequate accuracy under normal operating conditions. We

conclude that "system accuracy" must be interpreted in its broadest sense to include the effect

of ground equipment, information regarding initial conditions, setup procedures, auxiliary dat

sources, and vehicle behavior.

The relation between ideal performance and field performance also deserves comment. It

does not suffice to multiply ideal performance by an arbitrar dgradation factor. To do so would

be to ignore the reliability factor, which may favor a simple but crude system over a "mnore

3
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accurate" system that is likely to be complex and delicate. Furthermore, the "more accurate"

system will require complicated calibration and alignment operations as well as highly special-

ized maintenance procedures. When these are improperly performed under normal operating

conditions, the basically "more accurate" system may do poorly in comparison with a crude and

simple system. In other words, a comparison of the laboratory performance of two systems is

insufficient to predict their comparative effectiveness under operational conditions.

In looking for eivil applications deriving from military developments, we must realize that

the civil operator has different performance requirements. In a military navigation mission,

the problem might be to navigate with a precision of 100 yards 70% of the time, so that a bomb

might be placed effectively. The military operator is willing (although perhaps not happy) to see

a complete failure the other 30% of the time. Complete failure may mean missing the target b:

ten miles, or even the loss of the aircraft. While either of these undesirable results may be

acceptable to the military, they cannot be tolerated by the commercial operator. In contrast,

he would place much more stress on the reliability of the equipment-and thus the overall

"performance" of a system-rather than its occasional spectacular accuracy.

It is sometimes a characteristic of very complex systems that "when they are good, they

are very very good-and when they are bad, they are horrid." Important criteria, then, tor

civil navigation aids are their reliability and fail-safe characteristics. These criteria favor

certain types of hybrid and redundant systems yielding consistent, even though mediocre, per-

formance.

In this report we have attempted to report operational accuracy under normal flight conditions.

In many instances, of course, data indicating such accuracy are not available, in which case no-

tation is made as to the meaning of the "accuracy" information given.

1.3. STATISTICAL DESCRIPTION OF ACCURACY

In recognizing these general concepts of accuracy we must add that statistical terminology

for describing the accuracy is, unfortunately, not standardized. First, the technical distinction

between accuracy and precision is mixed in many presentations. For clarity we state here that

precision merely means the repeatability of a measurement expressed in suitable terms. On

the other hand, an accurate system is capable of measuring the true value of a quantity, or we

say it is unbiased. The five common usages of accuracy listed above would ordinarily combine

the assessment of bias and repeatability into one single accuracy figure.

In navigation terms we say a system is accurate if the average of a long series of fix deter-

minations in the neighborhood of a target destination is this target's location. Such a statement,

4
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however, says nothing about dispersion of the Individual fixes, which Is described by a precision

measure.

The navigation problem increases the terminology confusion because of the increased num-
ber of parameters and the variety of available measures for describing the two-dimensional

error structure. Thus, we find that the assessment of accuracy may include one or more of the

following:

(a) drms error

(b) variance

(c) standard deviation or standard error

(d) moments of the radial error

(e) root mean square

(f) mean square error

(g) CEP, the circular probable error

In the univartate (one-dimensional) case the first moment is taken about the origin and other

moments are taken about the mean. The bivariate or two-dimensional problem again calls

attention to moments about the origin when the radial error is co--idered.

The purpose of this report is to permit comparisons with other systems not considered in
this study and evaluation of systems considered in relation to desired track separations.

Specifications of accuracy presented in this report are given in terms of the drms error,

a parameter often used for this purpose. The interpretation of this statistical method of speci-

fying accuracy (actually, precision) is briefly summarized in this section.

Consider a position-measurement process in which measurement errors along each of two

orthogonal axes have a normal distribution and are uncorrelated. If the standard deviations of
the errors along the two axes are equal (ax = O y), a circle with its center at the mean values

of the position coordinates is the locus of points having constant probability density. It can be
shown that the probability is 0.632 that a single position measurement will fall within such a

circle having a radius of drms I + y . For a circle of radius 2 drms the probability

increases to 0.982.

In the general case of position determination the errors in x and y may be correlated, and

ax to not equal to ary. For the bivartate (two-dimensional) normal distribution it is possible to
make a transformation (consisting of a rotation of axes) which will remove the correlation of

the errors. The distribution may then be described by two new variances along the two nev

orthogonalaxes. In this general situation, an eftipse represents the locus of points having con-

5
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stant probability density. The parameter drms, as defined above, may still be used to represent

the spread of individual position determinations. This quantity d rm describes the radius of a

circle that is arbitrarily drawn, since the shape of the distribution in plan view is elliptical.

Within this circle, however, the probability of obtaining a single position determination lies

within a certain narrow range even though the ratio of the two standard deviations av/ax (taken

as the smaller over the larger) may be unknown in the range zero to one. Table I showq the

range of probabilities for several circles. It seems most natural, perhaps, to employ the drms

statistic for the uncorrelated case with ax = ay, but the maximum error is about 8% for the

examples in Table I if ax > a y. The specification of positional error by a drms circle tends to
simplify calculations, and it may be noted that such specification for a circle of 1.4 drms radius

or larger is always conservative, in the sense that the errors are considered to be greater than

they actually are. If improved values of the probabilities are desired, they can be read from

available tables when the ratio of the standard deviation is known for the uncorrelated situation.

TABLE I. PROBABILITIES CONTAINED IN CIRCLES
OF VARYING RADIUS

Radius of Probability Probability
Circle for a - a for a w 0

x y y
1 d 0.632 0.683rms

2 d 0.982 0.954

3 d 0.999 0.997

It is worth pointing out that most of the statistics used to describe the radial error distri-

bution or the position determination distribution are inter-related; when one is known, others

are readily obtained. This derivation is most easily made when ax a ay in the uncorrelated

case. Since this case is of interest for a variety of navigation problems, some of the inter-

relations are given here. For the noncircular distribution case it appears preferable to consult

suitable tables for describing the two-dimensional error situation.

In the navigation problem we take d as the radial error or the straight line deviation of the

position determination from the true position. Hence, d2 a x + y2 from the geometry of the

situation. Thus, we find that drms may be described as the square root of the average value

of d . Other statistics that may be considered are the variance of d, the standard deviation of

d, and the CEP. Taking a. a ay a a a indicated above, we show the relations among various

statistics in Table 11.

6
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TABLE II. RELATIONS AMONG STATISTICS USED TO DESCRIBE THE ERROR
DISTRIBUTION IN THE CIRCUAR NORMAL (TWO-DIMENSIONAL)

DISTRIBUTION CASE

Name of Value in Terms Equivalent
Statistic of ax=e ya drms Units

(a)
d A . 1.000

rms

Mode of d a 0.707

Median of d o a 0.833

Mean of d (w/2)V/2 a 0.866

CEP V a 0.833

Standard Deviation of d (4-2 a 0.463

Variance of d (/4-) 32 0.3035

In view of the frequent application of the drms statistic in the navigation literature and its

general usefulness in the two-dimensional error problem, we have tried to present this statistic

consistently when summarizing system or component capabilities. When other statistics are

used (e.g., those indicated in Table 1), we have tried to make clear their proper Interpretation

and their relation to the drms error.

1.4. ESTIMATED COSTS

For systems under development the problems of estimating costs are similar to those of

estimating accuracy. In fact, even for systems in existence the acquisition cost can vary widely.

A good example ts the recent purchase by TWA of a dual doppler radar, supplemented by Edo

Loran for 12 Boeing 707 aircraft. The doppler equipment included dual transmitter-receivers,

dual sensor tracker units, dual control units, a single antenna, two computers, two computer

controllers, and two indicatorsi. Purchase cost of the dual DRA-12-A doppler radar navigation

system is quoted by Bendix as approximately $25,000. TWA's estimate of the cost of the pro-

gram of installing 12 systems was $1,800,000-or $150,000 per aircraft. The apparent dis-

crepancy is not hard to explain, but is worth some discussion to indicate the elements involved.

In addition to the $25,000 for the basic equipment, spares are needed. For an airline like TWA,

which operates over long routes, appropriate spares may be more than 50% of the initial cost.

In the case of this installation program, the 707's had to be modified by Boeing to accept the

doppler antenna, the compass system had to undergo a very careful (and expensive) calibration,

7
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and the installation of the equipment required the aircraft to be pulled from normal service for

a period of time-thus causing a loss of income. The point of this example is that there may be

many factors which must be considered in the cost of a particular system to the airline. These

factors make a straightforward comparison difficult. While it has not been possible to consider

all of them, many of them are discussed in connection with the various systems.

In general, cost figures presented in this report are best estimates for purchase of a small

quantity of a developed item. In certain instances additional estimates are given for abnormal

installation costs and developmental costs.
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2
SUMMARY OF MAJOR CONCLUSIONS AND RICOMMINATIONS

2.1. HEADING REFERENCE SYSTEMS

Magnetic compasses will continue to be a principal source of heading information aboard

aircraft for many years. in connection with new aircraft development programs, we recom-

mend early consideration of magnetic compass installation. Developments such as the minia-

turized magnetic azimuth detector and an improved compass amplifier promise to be useful in

future high speed aircraft.

The accuracy potentially available in a nonfloated friction-averaging gyroscope as a head-

ing reference would be appropriate in combination with a doppler radar navigation system. In

addition, such gyroscopes have nearly the same warmup and maintenance characteristics of

current directional gyros and should not cause any serious introduction problems.

The calibration of aircraft magnetic compasses by "electrical" rather than physical swing-

ing would probably be useful for commercial airlines, which depend heavily on magnetic com-

passes.

As improved free gyros become available, corrections for the earth's rotation must be

made more precisely. Present compass controllers require improvement. One convenience

would be separate knobs for latitude correction and drift rate correction.

Automatic celestial trackers would be both convenient and more precise than present

hand-operated sextants, although these advantages would come with a decrease in reliability.

In addition, their availability aboard an operational aircraft would permit a more precise check

of free-gyro heading references.

"Inertial quality" free gyros, in spite of their present advanced performance and decreased

cost, are not recommended because they are appreciably better than required for the com-

mercial operation. If this better performance came at no increase in cost or trouble, they

would be welcome; but this is not now the case.

North-seeking gyros are in operation and exhibit performance somewhat better than mag-

netically ,laved gyros, but their complexity and the consequent possibility of errors resulting

from undetermined failure make them unacceptable as the sole beading reference aboard an

aircraft.

Radio-celestial systems offer the possibility of periodic heading checks in all weather.

However, the equipment is large, relatively complex, and expensive; for most future aircraft

the advantage of being able to see through clouds does not seem to be worth the price.

!.9



Institvte of Science and Technology The University of Michigan

Operational performance data on free gyros are sparse because data have not been taken

in response to a real need, and errors in the instrumentation and recording of the data are not

readily identifiable. As new gyros become commercially available, carefully designed test pro-

grams will be a great aid in evaluating their potential.

2.2. VERY-LOW-FREQUENCY SYSTEMS

Range-measuring, azimuth-measuring, and hyperbolic-elliptical VLF systems have been

proposed in the past, but the only extensive experimental effort toward a system has been with

the hyperbolic system, OMEGA. In this study the proposed DELRAC system, basically very

similar to OMEGA, has also been considered. Analysis of OMEGA development has shown

that the accuracy required for commercial over-ocean navigation can be provided by a station

configuration with station baselines from 3000 to 5000 nautical miles long under normal

propagation conditions. Propagation anomalies may cause the error to be greater than allow-

able, although current programs aimed at understanding these anomalies have a good chance

of reducing the errors to an acceptable value. From the standpoint of commercial aviation

the most serious problem is that lane resolution for hyperbolic systems in this frequency re-

gion has not been satisfactorily determined. Only experimental readout equipment exists, and

this would not be satisfactory for commercial operation. Although the initial cost of the system

is high, repetitive costs are not large and the system is close to being economically feasible

for commercial aviation.

Several problems make the introduction of operational VLF systems unlikely between

1965 to 1975. The propagation research necessary to insure acceptable operation under all

states of the ionosphere and in all areas may require several years. The ambiguity resolution

problem has not been conclusively solved and will require considerable experimentation. The

airborne computer required for coordinate conversion is not available and may require some

time to develop. Finally, the requirement for stations on foreign soil will almost surely raise

diplomatic problems.

2.3. INERTIAL SYSTEMS

We have concluded that inertial navigation systems 4re competitive with doppler naviga-

tion systems in accuracy and performance, but that these qualities do not overshadow consider-

ations of cost for the present aircraft. An airline would have to be convinced of the increased

convenience, adequate reliability, and moderate costs before inertial systems would find wide

acceptance for subsonic jets.

10
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The recent trends in lowered cost make the inertial system-either a pure inertial sys-

tem or possibly a doppler-inertial system-most attractive for future supersonic aircraft.

Commercial operational experience with today's aircraft to determine the usefulness of iner-

tial systems would be desirable. We recommend that an experimental evaluation of a current

inertial system be conducted, with aircraft flying over land rather than ocean so that good data

on the accuracy of the experiment can be obtained.

Many of the objections to inertial systems, such as long warmup times, difficult alignment

procedures, poor reliability, and initial and maintenance costs, have been at least partially

resolved. Large-scale production of at least one platform indicates that more operational prob-

lems will be reduced in the near future.

2.4. SATELLITE SYSTEMS

Navigating aircraft by means of satellites appears to be economically and technically

feasible. Such systems would be capable of handling any volume of traffic, and would provide

world-wide all-weather coverage. If used with random, rather than synchronized, orbits,

they would provide a position-fixing capability which is adequate only when combined with dead-

reckoning methods. With this combination it would be possible to navigate the aircraft with an
error whose drms value remained in the 2- to 6-nautical-mile range. For certain methods the

user's equipment would not be excessively large or expensive. Overall system reliability is

open to some question pending an actual demonstration. For all systems substantial installations

of ground-based and satellite equipment would be required to make the method available for nav-

igation purposes.

Satellite navigation could be available for introduction and use only during the latter part

of the 1965-1975 period; TRANSIT is the Pystem which would be available earliest. With respect

to fix renewal interval, the TRANSIT system, even if expanded to eight satellites from the pres-

ently planned four, would not meet the requirement for a fix renewal every 500 nautical miles

for aircraft at speeds higher than Mach 1. The other methods considered, which are not under

active development, would meet this requirement except for occasional coverage gaps.

If research and development beyond currently active programs Is undertaken, we recom-

mend that these should Initially be confined to relatively small scale efforts directed toward

the crtticil factors which are likely to affect proposed systems.
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3
HEADING REFERENCES

3.1. INTRODUCTION

Aircraft operating and maintenance personnel desire heading reference equipment which

requires no maintenance, calibration, variation compensation, or corrections during flight.

Ordinarily they settle for so-ething less than perfect.

Apparently, any accuracy better than 1/40 standard deviation is useful only in an inertial

navigation system. The 1/40 figure has been selected for several reasons. First, it is dif-

ficult to set a free-gyro reference more precisely. Second, the currently available commer-

cial doppler radar has an inherent cross-track error due to the doppler radar alone on the

order of 1/40 standard deviation. Third, use of a more precise heading reference introduces

some difficult maintenance, installation, and calibration problems. As for reliability, there

should be a positive indication of any continuous error greater than perhaps one degree, al-

though random errors of this amount would be acceptable if they correlated over not more

than a few minutes.

The combination of accuracy, reliability, and convenience is not currently available in

any single instrument. Consequently, it is common practice to carry two basic heading ref-

erences which can be compared, and a third which can be used to check which of the other

two is correct in case of a discrepancy.

Accuracy data for heading references originate from so many sources and are obtained

by such a large variety of methods that they are difficult to interpret. For example, a partic-

ular gyro used commercially has been quoted by the manufacturer as exhibiting a maximum

error of 0.50 per hour. Airlines using this gyro will remove it from service if the drift rate

exceeds 30 per hour, a common service figure. This startling difference arises for several

reasons: the manufacturer's tests may not be conducted in a typical operational environment;

airline personnel may not be as adept at setting in required corrections for latitude; the air-

line may not provide the maintenance required for precise operation; or the airline may be

quite satisfied with the combination of poorer performance and reduced maintenance.

The performance ratings from a series of tests are not very meaningful unless the con-

ditions of the tests are known. Johnsville Naval Air Development Center has donL an ex-

tremely good job in designing bench tests which simulate flight operation in Navy aircraft.

The Center has found, for example, that performance of a free gyro in a 150 and a 30 test on

a Scorsby table and a bench test are required to represent flight performance. The manufac-

turer may have conducted only a 10 or 30 Scorsby test in arriving at his quoted accuracy.

12
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The difference between two such tests is often greater for very good equipment than for

cheaper and more rugged equipment.

In spite of the uncertainties of available data, certain conclusions have been drawn. The

summary (Section 2.1) presents certain conclusions and recommendations, first, with regard

to useful developments; composite systems incorporating these developments are discussed

in Section 3.2. Then slaved gyromagnetic compasses, free gyros, celestial heading references,

north-seeking gyros, and variation correction are discussed.

3.2. HYBRID SYSTEMS

Airline operations require a high degree of reliability of the heading-reference system.

Rather than a normal error distribution allowing some probability of very large errors, the

airline operator desires a truncated distribution which will essentially never exhibit errors

larger than some acceptable, though undesirable, amount.

Consider the situation shown in Figure 1. A flight from origin to destination is defined as

acceptable if the cross-track error is no larger than "a" 99% of the time. 1% of the time a

larger error is acceptable, as long as it does not exceed "b." The values of a and b are not

defined, and are intended only to represent the nature of the problem. The probability of ex-

ceeding b must be extremely small, and such an event would be considered a catastrophe.

a b1
Origin •aDestination

• b

FIGURE 1. CRO8-TRACK ERROR LIMITS

It is difficult to measure, calculate, or define this latter probability. About all that can

be said is that it must be very small; whether it is one part in 106 or one in 107 is neither

important nor possible to determine. Figure 2 shows several error distributions which satisfy

this need, and, as long as they all are truncated at k'b," there is not much difference in their

operational value. For purposes of air traffic control separation standards are defined. The

separation is chosen on the basis that two aircraft will have an extremely small probability

of occupying the same track. Again, it is difficult to state an exact probability; the desire is

that "never" shall two aircraft collide. In this study we may define some value "c" which is

13
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FIGURE 2. PRESENTLY ACCEPTABLE
CROSS-TRACK ERROR DISTRIBUTION

half of the parallel track separation distance. Thus one may draw another distribution curve

on which "c" is shown as the maximum allowable error (Figure 3).

Compliance with the curve of Figure 3 can be achieved either by having a heading refer-

ence so good that the cross-track error never accumulates to a value greater than c, or by

providing intermittent fixes which essentially reset the heading reference. In the latter case

the poorer the heading reference the more frt juent the fix renewal. The former case is simply

a limiting form of the latter with no renewals, and "b" of Figure 2 must be less than or equal

to "c" of Figure 3. Clearly this condition must exist, for example, if one desired to use pure

doppler radar without intermediate navigation fixes over the Atlantic.

Simple systems which fulfill the requirements of Figures 2 and 3 can be designed. If the

error distribution is normal, a very small standard deviation would be required to have a

-c +c

FIGURE 3. PARALLEL-
TRACK SEPARATION

STANDARD
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probability of not exceeding '00" or "c" of, say, 10-6 (see curve A of Figure 2). In addition,

account must be taken of the probability of complete failure, so that such a system would have

to be most reliable.

However, hybrid systems can be designed which yield the desired performance of curve

B and are for practical purposes "just as good" as A (Figure 2). Systems currently used by

transoceanic aircraft are all of this type. It is common, for example, to carry two magneti-

cally slaved gyros of good accuracy and moderate reliability, and to back them up with a simple

magnetic compas of extreme reliability but somewhat less accuracy. For polar flights two

free gyros are supplemented and occasionally corrected by celestial observations.

It seems clear that heading-reference systems of the future will be hybrid in character.

The combination of systems used will depend on the characteristics of the particular airline:

whether it flies principally polar or middle latitudes; whether it has a professional navigator

in the cockpit; which system is most economical in terms of cost, fuel and time savings; what

separation standards must be maintained over the routes flown; what are the aircraft's capabil-

ities. The possible combinations of simple systems which can be used to generate a hybrid

are many. There are magnetic compasses with various accuracies and reliabilities: very

complex earth-rate direction references, celestial equipment ranging from hand-operated to

fully automatic, free gyros, external-fix corrections, and radio-direction finding. The use of

two components which depend upon different sources of information, or different power supplies,

is often advisable. For example, the USAF B-58 has an earth-rate-direction reference from

the doppler-inertial system, a conventional magnetic reference, and an automatic celestial

input. Such a system is designed to have a very small standard deviation,similar to curve A

of Figure 2, and with proper care can be very reliable.

When considering the problem of reducing track separation on over-ocean routes, we

must make the value of "c" smaller. If the entire cross-track error results from the heading

reference, then the value of "b" must be made smaller. This situation arises only if no inter-

mediate fixes are taken. It is difficult to do this in a practical system without having some

effect on the value of "a," too, but this should not be mistaken for the primary need (Figure 4).

As demonstrated by a reduction of 'b" and "c," desired performance can be achieved only if

the better available components are properly combined. A better free gyro, for example, may

only be useful U it can be corrected by an automatic astro-compass or a position-fixing sys-

tem.

Although many improved developments are noted in the following pages, the reader should

keep in mind that no one of these is a panacea for the over-ocean traffic separation problem,

and that only judicious design can lead to a real operational improvement. In particular,
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FIGURE 4. FUTURE CROSS-TRACK ERROR DISTRIBUTION

adopting a new and more accurate device may often yield a less reliable system. Here, again,

careful system design is necessary to achieve desired performance.

3.3. THE SLAVED GYROMAGNETIC COMPASS

3.3.1. GENERAL DESCRIPTION AND USE. The state of the art of this class of equip-

ment is represented essentially by product-improved versions of the Sperry C-11 compass.

Under Air Force sporsorship, Sperry has conducted a program to improve both the magnetic

and the inertial characteristics of the slaved gyromagnetic compass. The material in this

section was extracted principally from reports of the Sperry work [1].

The slaved gyromagnetic compass consists basically of a directional gyro indicator elec-

trically connected to a magnetic azimuth detector. In other words, it is a gyro-stabllized

magnetic compass in which the gyro is aligned with the earth's magnetic meridian by means

of a magnetic azimuth detector [2].

The stabilizing element of the compass system is an electrically driven gyro rotor which

spins about a horizontal axis. The axis of rotation is maintained in the horizontal plane by a

leveling system. Any lateral drift of the rotor spin axis in this horizontal plane is corrected

by the action of the magnetic azimuth detector when operated in the slaved mode. The system

can also be operated as a free gyro. Errors in the free-gyro mode are discussed in Section

3.4 of this report.

Before discussing the accuracy of a slaved magnetic compass system, we should review

the common magnetic deviations.

Magnetic deviation may be defined as the angular difference between compass heading and

magnetic heading. Deviation is dependent upon the magnetic latitude and also upon the individ-
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ual vehicle- its trim and loading, whether it is pitching or rolling, the heading, and the loca-

tion of its compass. The total deviation on any compass heading (CH) is the algebraic sum of
the various types of deviation. The total deviation d for a vehicle in a horizontal attitude is:

d = A + B sin CH + C cos CH + D sin 2 CH + E cos 2 CH, where A, B, C, D, E are coefficients

representing the types of deviations which contribute to the total [3].

Coefficient A is the coefficient of constant deviation. This error is caused by the mis-

placement of the lubber line of the compass.

Coefficients B and C are the coefficients of semicircular deviation. They are caused by

subpermanent magnetism induced in the hard iron of the aircraft.

Coefficient B is caused by the magnetic fields along the longitudinal axis of the aircraft.

Its maximum effect is apparent on headings of east and west. The deviation is proportional

to the sine of the compass heading.

Coefficient C is caused by the magnetic fields along the lateral axis of the aircraft. The

maximum effect is apparent on north and south headings. The deviation is proportional to the

cosine of the compass heading.

The errors represented by coefficients B and C are called one-cycle errors.

Coefficient D represents quadrantal deviation which are proportional to the sine of twice

the compass heading. These deviations are caused by induced magnetism in horizontal soft

iron which is symmetrical with respect to the compass.'

Coefficient E represents quadrantal deviations which are proportional to the cosine of

twice the compass heading. These deviations are caused by induced magnetism in horizontal

soft iron which is asymmetrical with respect to the compass.

Deviations represented by Coefficients D and E are called two-cycle errors. These are

not ordinarily compensated for in aircraft compass systems because of their small value but

are included in the deviation card.

These coefficients and their total deviations are shown in Figure 5, which was taken from

Reference 3.

3.3.2. ACCURACY STUDY-SLAVED MODE. The errors in a slaved gyromagnetic com-

pass system can be divided into two major classes, static and dynamic. Static errors are

"'Soft-iron" is defined ideally as that material which has zero coercive force and zero
remnant induction. Actually, the term is applied to materials with very little coercive force
and remnant induction, which causes hysteresis loops of small area. fSee the Bibliography,
N. S. Spencer and 0. F. Kucera.)
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FIGURE 5. COMPASS HEADINGS

associated with ground swinging; both static and dynamic errors are associated with air

swinging [1].'

Static errors are produced by disturbing fields external to the compass system. These

fields, mainly due to ferromagnetic bodies in the aircraft, cause the magnetic azimuth detector

to transmit erroneous heading signals. The ferromagnetic bodies can produce either a fixed

field (hard-iron effect) or an induced field (soft-iron effect). Disturbing fields due to d-c cables

can also be produced. AU these disturbing fields can be treated by two methods; they can be

eliminated or they can be neutralized. The elimination of these fields is usually out of the ques-

tion in a completed aircraft. Compensation for their effect is the only practical solution.

Conventional "precision" ground swinging and compensation procedures using a digital

readout periscopic sextant as performed by TWA results in static heading errors on the order

of 0.10 on a calibrated heading. Time required for swinging is four or five hours. Although

'Bowditch defines swinging as "placing the vehicle on various headings to determine com-
pass deviation."
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not used commercially, an "electrical ground swing" with Sperry's MC-1 Compass Calibrator

has been used on military aircraft for some time [4, 5]. Careful use of this equipment is re-

ported by the Air Force to result in similar stattc-heading errors (0.10) and has been rerort-

ed to require 1/4 to 1/2 the time and effort required for physical swinging. The coce to the

Air Force for 100 MC-I's was somewhere between $10,000 and $20,000 each. This equipment

is used by most of the major airframe manufacturers (United Aircraft, Lockheed, Douglas,

Boeing), but to our knowledge no airline currently uses it. While certain advantages over

conventional ground swinging are claimed (for example, the continuous measurement of the

true magnetic field may be expected to eliminate time-varying errors during a swing), there

is the disadvantage that two-cycle errors caused by horizontal soft iron will not be corrected.

Though this disadvantage may not be important in current aircraft, it is likely to be serious

in future supersonic transports.

A precision gyro compass of the type represented by the Autonetics MABLE and ABLE

developments could be used as a heading reference during a compass swing. In its present

form this equipment might need some modification to be adapted to the compass swinging job,

and its advantages over an electrical compass calibrator are not obvious.

The high performance of present and future aircraft that necessitates accurate heading

information, aggravates, at the same time, the dynamic-error problems. An aircraft in flight

will experience accelerations causing the magnetic azimuth detector to sense a direction other

than that of the horizontal component of the earth's field. The gyro will be subject to real

and apparent precession. The airframe will distort. Eddy currents will produce disturbing

fields, and the system's slaving response may not be suited to the immediate situation.

Insofar as these errors are random, their exiect decreases with distance. They are discussed

in the following paragraphs.

3.3.3. ACCELERATION EFFECTS. The magnetic azimuth detector is pendulously sus-

pended in a dampening fluid. When subjected only to the acceleration due to gravity, it will

detect the horizontal component of the earth's magnetic field. However, in flight, accelera-

tions having components in the horizontal plane will cause the sensing unit to be inclined to

the horizontal. A horizontal acceleration in the direction of the longitudinal axis of the air-

craft (in an east-west heading) of one g with a duration of 20 seconds will produce an error of

only 0.670 in a typical system. An acceleration of only 0.1 g, however, with a duration of three

minutes will produce an error of 60.

A lateral acceleration (parallel to the horizontal projection of the transverse axis) will

cause the sensing element to hangoff from the gravity vertical. The resulting error will be
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most pronounced on north-south headings. Encountered in flight are two accelerations of this

type-- Coriolis and turning (including the "north turning error").

The Coriolis error is directly proportional to speed, sine of the latitude, tangent of the

dip angle, and the cosine of the heading. The error for a 500-knot aircraft heading due north

at a latitude of 150 would amount to only 0.150. At 750 latitude the error would be about 1.40

[11.

In a coordinated turn the hangoff of the sensing element will be equal to the angle of bank.

The angle of bank for a given rate of turn depends upon the aircraft's speed. A "standard

rate" turn (30 per second) at 100 kmots will result in a bank angle of approximately 150. At

500 knots the bank angle would be approximately 530. The extent to which this hangoff will

introduce errors depends upon the type of slaving and the parameters of the turn. A slow

turn maintained for several minutes could result in a large error. For example, a one-twelfth

standard rate turn held for six minutes would result in an error of about 90 to 120. During

such a situation the gyro not only receives false information but also is subjected to a false

vertical. The leveling system then precesses the spin axis into a plane that is not horizontal.

The component of this precession appears as an error in azimuth.

A special case of the turning error is called the north-turning error. When an aircraft

is on a northerly heading (in the northern hemisphere), in an area where there is a vertical

component of the earth's magnetic field, and rolls into a coordinated turn in either direction,

the magnetic sensing element will respond to the vertical component in such a manner as to

indicate a turn in the opposite direction. If steering information Is now being obtained from the

compass system, a correction will be made that will increase the turn, which will continue

until the total turn exceeds the desired turn; this will be recognized only after returning to

level flight. At this time a turn in the opposite direction will be initiated, and an error will

generate in the opposite direction. Thus, the aircraft's attempts to maintain a constant head-

ing will result in an oscillatory path.

On a southerly heading the error produced by the vertical component is in such a direc-

tion that the indicated turn emphasizes the actual turn, and the result is a dampening of any

oscillation. In the southern hemisphere the situation is reversed.

Under certain conditions an acceleration error can be produced by oscillatory yaw, espe-

cially in high-performance aircraft. In a coordinated dutch-roll maneuver the dynamic verti-

cal will coincide with the aircraft's z axis and will average the g vertical. An error produced

by this hangoff will average zero. However, in an uncoordinated dutch-roil (typical of high

performance aircraft) the dynamic vertical will not average the g vertical, and a hangoff error
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will be produced. This error can be on the order of a few tenths of a degree; whether or not it is

important depends largely upon the characteristics of the particular aircraft.

Turbulence in flight will produce transient accelerations. These accelerations, causing

the magnetic sensing element to swing in a damped oscillatory manner and being of short

duration, will not influence the gyro heading.

We have now examined all the acceleration effects. The next dynamic error to be con-

sidered is caused by earth rate and meridian convergence.

Since the direction of the spin axis of a free gyro tends to remain fixed in space, the ro-

tation of the earth will cause an observer on the earth to sense an apparent drift. This appar-

ent drift is called earth rate. Meridian convergence, on the other ý'and, is the apparent drift

that results from the gyro's being transported over the surface of the earth. The meridian

convergence is a function of the sine of the heading angle. This means that on an easterly

heading it All add to the earth's rate, whereas on westerly heading it will subtract.

The magnitude of the error due to the earth rate effect in a slaved system depends upon

the geographic latitude and the slaving rate. With a slaving rate of one degree per minute per

degree at the latitude of New York this error would amount to 0.160. At a latitude of 650 this

error would amount to 0.230. It should be noted that most equipment exhibits a slaving rate of

10 to 20/minute. The error due to meridian convergence is a function of the aircraft's velocity,

the slaving rate, the tangent of the magnetic dip angle, and the sine of the magnetic heading. The

maximum error due to meridian convergence in an area where the magnetic dip is 800 is about

0.260 for a slaving rate of one degree per minute per degree and a 500-knot aircraft.

3.3.4. GIMBAL ERROR. Errors due to the geometry of a two-gimbal system can result

when an aircraft departs from a level attitude. These errors develop as a result of changes

in both pitch mnd roll. For small bank angles the error is for practical purposes a two-cycle

error. For a bank angle of 300 this error could amount to a maximum of 40. For bank angles

of only 50 the two-cycle error would amount to 0.20. In every case, however, the error dis-

appears when the aircraft returns to straight and level flight and for that reason ts not of

much importance in commercial missions.

3.3.5. AIRCRAFT DISTORTION. When an aircraft is at rest on the ground, the weight of

the structure is supported by the undercarriage. When the aircraft ts airborne, the same

weight is supported by the lift of the wings. This change in the loading of the structure can

cause a noticeable distortion of the wing tips with respect to the axis of the aircraft. If the

magnetic azimuth detector is located in the wing tip, it is possible that an index error will

occur when the aircraft is airborne. This error can be classified as constant, since the wing
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remains in nearly the same position throughout flight. When necessary, it can be corrected

by airborne swinging of the compass.

3.3.6. EDDY CURRENTS. It is possible that a magnetic field can be produced by eddy

currents in the conductors of a moving aircraft. However, since there are numerous con-

ductors and the orientation is somewhat random, the total field due to the eddy currents is

very likely to be zero.

Direct current flowing to lights and control motors in the aircraft may produce a magnetic

field causing errors in the magnetic azimuth detector output. How great this effect is, of

course, depends on the magnitude of the current and the proximity of the conductor to the

magnetic detector. Some currents may never appear until the aircraft is airborne, thus de-

feating the value of a careful ground swing. A one-ampere current flowing in a wire one foot

below a fluxvalve will cause approximately a one degree error in heading at the worst point

of the one cycle error. if the horizontal component of the field is 0.18 oersted (the value at

New York). In the design of the aircraft care should be taken to locate conductors away from

the magnetic detector, and in swinging the aircraft tests should be made both with and with-

out current flowing in conductors near the magnetic azimuth detector.

3.3.7. CAPABILITIES OF PRESENT MAGNETICALLY SLAVED GYRO SYSTEMS. A

large number of manufacturers produce slaved gyro systems in a variety of qualities and

prices.

As a rule, the operational accuracy of a slaved system is quoted as 0.750 or 10 rms and

is essentially independent of cost. (See Section 1.2 for discussion of this accuracy's meaning.)

The reason for this uniformity is that in the magnetic mode all the systems are essentially

the same unless special conditions, such as radical maneuvers or attitudes, are required. It

will be of more interest to compare the qualities of the associated gyroscopes. This will be

done in Section 3.4.

3.3.8. MAGNETIC REFERENCES FOR SLAVING. For many years compasses have been

an afterthought in the design of aircraft. The exigencies of proper structural and aerodynamic

design have, perhaps quite properly, been foremost in the aeronautical engineer's mind. The

magnetic detector was then installed in the place with the smallest residual field, provided

there was room there.

Test engineers at Johnsville Naval Air Development Center were using an R-4-D for ex-

perimental magnetic compass -iork and discovered an eight-foot piece of steel in a wing, along

with 1000 steel screws. To clean up the aircraft so that good compass performance could be
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obtained required a large amount of effort. Modern aircraft, even though they are large, have

space limitations created by aerodynamic design which make compass installation difficult.

Sperry Phoenix has had a development program for a subminiature magnetic azimuth

detector for present and future high-speed aircraft. Prime consideration was given to mini-

mum size, wide environmental capabilities, and compatibility with existing compass systems.

A breadboard model was 1.5 inches wide and 1.25 inches high-of great importance when con-

sidering installation in thin vertical stabilizers. Performance was similar to that of the J-2

compass system. Although the development was discontinued for lack of an immediate applica-

tion, Sperry engineers believe that potential performance is better than the J-2 system. The

development work to date may be of use for future aircraft capable of Mach 2 and Mach 3

speeds.

Of perhaps more importance to the magnetic performance of detectors is the nature of

the slaving amplifier. Sperry improvement of the AGC in this amplifier permits achieving

1/40 to 1/20 standard deviation accuracies down to field strengths of about 0.02 oersteds

horizontal component. (Current compasses exhibit such accuracy down to only 0.18 oersteds).

The elliptical area surrounding the magnetic pole defined by a 0.020-oersted horizontal com-

ponent contour (which for this Sperry development represents the area in which magnetic

heading is unusable) is quite small-about one hour's flight time over the long axis of the

ellipse at Mach 1.

Although there are still problems of a rapid change of variation at high latitudes, and a

somewhat larger standard deviation of variation, the Sperry development introduces a possibil-

ity of fair magnetic performance on polar routes. Even if the primary heading reference for

polar routes continues to be a free gyro, this improved magnetic performance would provide

a useful backup.

3.4. FREE GYROS

3.4.1. INTRODUCTION. Gyroscopic instruments may be divided into two classes: free

gyros and non-free gyros. A free gyro may be defined as a displacement gyro whose spin axis

orientation is not slaved to coincide with some externally defined reference. For example, the

orientation of the spin vector of an ideal free gyro would remain fixed In spae.The-use of

the term "free gyro" when discussing heading references is somewhat misleading. The block

diagram of Figure 6 illustrates what is commonly meant by free-gyro mode of operation when

discussed in ta- context of heading-reference systems. Operation in the free-gyro mode

merely means that the gyro is no longer slaved to the external reference. However, since the

function of the heading-reference system is to provide a measure of aircraft heading in earth
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FIGURE 6. FREE-GYRO MODE OF OPERATION

coordinates, compensation must be provided for the fact that the coordinates of the earth are

rotating with respect to the orientation of the spin vector of the free gyro.

It might be helpful to regard the sensitive element (which in principle tries to maintain its

spin vector orientation fixed in space) simply as an input-output device. Its output is angular

orientation and its derivatives; its input is torque. In an ideal gyroscopic heading-reference

system this input torque would be zero except for the compensation torques intentionally pro-

vided in order to maintain a reference in the desired coordinates.

3.4.2. SOURCES OF ERROR. The sources of the errors which will limit the performance

of a free gyro functioning as a heading reference may be placed in three groups: external

reference error, compensation error, and errors relating to practical gyro design.

External reference error. It is clear that the accuracy in the output measure of heading

provided by a free gyro cannot exceed the orientation accuracy given to the spin axis by the

external reference. It perhaps should be re-emphatrized that a free gyro is merely trying to

function as a memory and retain its initial orientation.

Compensation error. As was discussed earlier, a free gyro used as a heading reference

often includes compensation for earth rate, since the desired measure of aircraft heading is

defined in earth coordinates which are rotating with respect to inertial space. Since the com-

pensation torque required by the free gyro is a function of the latitude of aircraft position,

the total error attributed to this compensation requirement will include the input urror of

aircraft latitude and the instrumentation error of the compesating device.
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Errors relating to practical gyro design. Any practical gyro design will be limited in

performance by the residual torques affecting the sensitive element. The sources of drift,

which are well Inown to the designers of gyros, are often categorized as follows: (1) antso-

elastic drift, which is proportional to g2 and relates to the geometry of the gimbal structure

and its bending properties; (2) unbalanced drift, which is proportional to g and is attributed

simply to that residual unbalance which is impossible or impractical to remove in a given de-

sign; (3) certain spurious torques, which act on the gyros and cause them to process or drift

from their prescribed orientation with respect to inertial space-this is perhaps the most

important single problem in the design of inertial systems. Often included in these torques are

the effects of non-viscous friction or "stiction."

Geometric errors. Another error in heading measure, which troubles not only free gyros

but slaved gyros as well, is related to the gimbaling geometry. This geometrical effect, often

referred to as intercardinal tilt error, is characteristic particularly of two-degrees-of-free-

dom gyros. Since this error relates to the geometry of the gimbaling, it can be analytically

expressed in Figure 7 as follows.

Directional gyro, intercardtnal tilt error:

tan , sin coso -cosoPsinO sin

G cos ý coo 0

Heading error - '-G

where * G h eading as measured by directional gyro; k = actual heading

9 - aircraft elevation angle; 0 - aircraft bank angle

Gyro spin axis is oriented to point north and maintained parallel to earth tangent plane.

20- 0

0°015-

th10 0.4e0

5
=30

900 1800 270P 3600

Actual Heading

FIGURE 7. HEADING ERRORS VR ACTUAL HEADING FOR SEVERAL BANK ANGLES (*)
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3.4.3. TWO-GYRO PLATFORMS. Intercardinal tilt error can be eliminated by the use of

a two-gyro platform. Ordinarily such a platform has an all-attitude capability and yields a

heading reference for a maneuvering aircraft which is not degraded as discussed in the last

paragraph. The utility of such a platform for commercial aircraft is doubtful, since minor

deviations from true heading can be accepted during turns and such aircraft are not in acro-

batic service.

3.4.4. INERTIAL NAVIGATION SYSTEMS. An inertial navigation system of the type dis-

cussed in Section 5 constitutes a precise heading reference. In addition, in combination with

a doppler radar it offers the possibility of airborne gyrocompassing as an external reference

for a free gyro. Detailed discussions of the properties of such a platform appear in Section

5.2, and it will only be noted here that it would not be economical to have such an instrument for

heading reference alone.

3.4.5. EQUIPMENT DEVELOPMENT PROGRAMS. Gyroscopes may be acquired today

with drift rate performance ranging from more than 100/hour-maximum to 0.001 0/hour-rms.

For the accuracy required by commercial aircraft the latter is not of great interest. One

interesting technique is that of friction averaging by rotating or oscillating the gimbal bearings

in a gyroscope. Several manufacturers (Kearfott, Bell) have used this technique, and it is

known commercially by several names. Sperry Gyroscope Company has developed the Roto-

Race bearing, the principle of the C-11 gyro. A recent improvement of the Roto-Race is

described in a final report on the development of a non-floated "inertial quality" gyroscope [6].

Using the same "Rots-Race" principle, and extremely careful construction, Sperry built a

directional gyro with random drift rates of about 0.030/hour-rms. Since this was a develop-
mental unit, cost information is not firm. The manufacturer estimates that it can be produced

for $6000, which puts it between the C-11 Rote-Race gyro and a floated gyro.

For much equipment a significant price reduction follows a large production order, a

saving which occurs because tooling must be set up only once, and, if the production run is

large enough, automation may be used extensively. Such a gain does not appear to be as large

a factor in high-accuracy gyroscopes as in, say, automobiles. What makes a gyroscope good

is largely hand work and testing; and these, being primarily labor costs, do not change much

with mass production. Consequently, for some time the costs $9000, $6000, $3000, and $1000

are likely to be realistic for the floated (0.010/hour-rms), advanced friction averaging (0.030/
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hour-rms) C-11 or equivalent (0.25 or 0.5°/hour-mauimum), and the more conventional

slaved system gyro (40/hour-maximum), respectively!

In fact, these costs are all small enough that it would probably be worthwhile for an air-

line to buy one which gave a real advantage. At this writing it would appear that this unit would

be the 0.25 0/hour instrument as represented by the Kearfott friction-averaging gyro or the

Sperry Roto-Race gyro. There is every reason to believe that performance as demonstrated

by the recent Sperry development will be realized in a commercially available gyro, which is

no more difficult to maintain than present instruments. On the other hand, the floated gyro,

while capable of somewhat beL.er performance, brings with it disadvantages of longer warmup,

alignment, and drift rate correction times, and more critical maintenance.

A major improvement in gyro performance brings with it a need for better control of the

latitude-dependent earth-rate parameter. At 450 latitude, an error of 10 in setting in the

latitude correction results in an error of 0.1$°/hour-a value which is quite acceptable with

a 10/hour gyro but unacceptable for a 0.1 0 /hour unit. Consequently, one can expect that a

somewhat more expensive controller will be used with a better gyro. A 0.01 0/hour gyro would

deserve latitude settings accurate to a tenth of a degree or better, but such information would

not be easy to use even if it could be obtained.

With today's directional gyros it is common to bias out the drift rate by applying a false

latitude correction. Tables are prepared for the flight personnel to permit them to correct

for drift rates observed in flight in this manner. One development, which the Army has spon-

sored, incorporates two controls on the gyro drift rate-one to set the latitude rate, and the

other to bias out the drift rate. This arrangement has been judged convenient by those who used

It, and may be highly desirable when the gyros are more stable.

3.4.6. EXTERNAL REFERENCES. As has been noted, the free gyro is not, by itself,

capable of determining true heading-it is only a memory. Therefore, one must have a means

for inserting true heading at the beginning of a flight, and if the drift rate of the gyro is such

as to produce a serious cross-track error on a long flight, one should have a method of cor-

recting this error during flight.

5it is conventional for the poorer gyros to be rated in terms of maximum error; the more
precise ones, in terms of rms error. This convention evidently results from the military
specifications on magnetically slaved gyroscopes, which insist on no worse than a particular
performance, and from the use of higher quality gyros '. platforms were errors expressed
in terms of standard deviation are useful in error propagation equations. Since the errors of
the poorer gyros are probably not normally distributed, it is not easy to quote all of these
types in the same terms.
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Several such methods exist. The magnetically slaved gyrocompass has already been

discussed; slaving provides a continuous correction to the gyro in latitudes where the horizon-
tal component of the magnetic field is large enough (Section 3.3.8). The earth-rate-direction

reference, or airborne gyrocompass, will be discussed in Section 3.6. This system derives

heading from the earth's rotational rate, and it may be said that it effectively provides con-

tinuous correction for a free gyro.

True heading can be inserted at the beginning of a flight in several ways. A known direc-

tion at the airport can be observed visually (by the equivalent of a gunsight) and this direction
then transferred to the free gyro. Alternatively a ground-based gyrocompass could be mechan-

ically coupled to the aircraft for insertion of true heading. Of these, the gunsight method ap-

pears to be about as accurate as the other, and considerably simpler.

Two other methods will be mentioned. The free-gyro heading can be corrected intermit-

tently or continuously by referring to some celestial body and using the appropriate auxiliary

data. Alternatively, the effective track of an aircraft, which may be directly related to the
heading if drift angle is known, can be determined by a sequence of geodetic fixes. Again,

this method is usually an intermittent technique, although rates of travel through a radio
field, for example, could make it continuous. The celestial method has been investigated and

is reported in Section 3.4.7.

3.4.7. ANALYSIS OF OPERATIONAL USE OF A FREE GYRO HEADING REFERENCE

SYSTEM

3.4.7.1. Summary. This section describes some analyses of records obtained from the
Office of the Chief of Navigation, Pan-American Airwa'-s. These records contained copies of

the original "Free Gyro Logs" maintained by Pan-Am navigators on North Atlantic flights dur-

ing 1961. The "Logs" covered about 150 tripe for some 25 aircraft in the year 1961. The num-

ber of tripe per aircraft varied from one to fifteen, and numbers of eastbound and westbound
tripe are also widely out of balance.

Some "Logs" were found to be incomplete or otherwise unusable. In a number of cases a

single trip was broken up into several flights or legs for analysis because of intermediate

landings, a gap in the record, or a change of mode of operation. No information was given in
these records about maintenance, servicing, adjustments, or changes of the gyro units in the

aircraft.

Each aircraft, either a Douglas DC-8 or Boeing 707, had two Sperry C-11 systems in-

stalled. The navigational procedure used the master gyro of the system as the primary gyro.

About every 20 or 30 minutes the navigator aboard made a celestial fix and compared the
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heading so obtained with the primary gyru heading indication. The "Free Gyro Logp" contain

K the necessary tabulations of these comparisons and a plot against time of the differences be-

tween these two heading indications. Resets of the free gyro were made by the navigator when-

ever the gyro drift was considered excessive. No records were kept on the performance of

the secondary gyro in each aircraft.

In approaching Lthe analysis ,)f these records of operational porformance of a free-gyro

heading-reference system, our interest has been to obtain information to answer the following

questions:

(a) What is the average drift rate with time of the primary gyro in these aircraft trips?

(b) How does this average drift rate behave from trip to trip?

(c) What is the nature and magnitude of the residual variation from the line of average

drift rate for each flight?

In order to obtain information on these three points, we made a regression analysis of

observed drift versus time. As an example, consider the hypothetical series of Table MI.

TABLE !M1. OBSERVED DRIFT VS. TIME

Difference*
Greenwich Grid Heading - #1 Elapsed
Mean Time Compass Time

(mrin)

1800 0 0
1820 -1 20
1850 -3 50
1910 -2 70
1930 -4 90

2000 -7 120
2020 -9 140
2040 -11 160
2100 -8 180
2130 -10 210

*Resets if any have been removed.

The elements in the central column were labeled as Yt and in the right hand column as

T . A linear regression of y on T seemed a reasonable assumption for most flights. Many

flights, of course, showed large deviations from the assumed linear regression; perhaps this

indicates some nonlinearity in the gyro behavior, but this matter has not been pursued. The

available data may contain much additional useful information, but time has not permitted ex-

tracting it.
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As a model for the linear regression, we may write

Y t 1j ÷ a +Ot T j + 9 1

The least squares estimate bt of o then measures the average drift rate for a single flight.

Both the sign and magnitude of the drift rate has been studied. For assessing the residual

variation, the statistic a2 is an unbiased estimator of the variance of the 's which arey.t2considered to have mean zero and variance O y.t.

With regard to sign of the drift rate, only four out of seventy-two flights showed a zero

drift rate. Only one such flight was observed for each of four of seven aircraft summarized.

Thus, the excellent performance cannot be associated with equipment or a second officer. For

the other sixty-eight flights, the signs are summarized in this 2 X 2 contingency table with

marginal totals as shown in Table IV.

TABLE IV. SUMMARY OF DRIFT-RATE SIGNS

Sign of Flight Bound
Drift Rate West East

Plus 11 17 28
Minus 23 17' 40

34 34 68

This small table is a composite of the seven tables which could be prepared for each air-

craft. Eastbound flights appear to be balanced as to sign, but westbound flights show a pre-

ponderance of negative drift. Aircraft were not uniform In this preponderance: some showed

more positives, and some more negatives. Standard statistical analysis of the results in the

table indicates that the observed results or results more extreme would occur by chance only

about once in ten trials.!

Considering next the magnitude of the average drift rate, we found that the westbound
flights showed an average value for bt of Tt - -0.9350 per hour while the eastbound flights gave

Et = +0.01140 per hour. The latter is very small, the former rather large. Unfortunately,

the variation of the average drift rate from flight to flight about these averaged values was

4For explanation of the above techniques, refer to any standard text in statistical methods
(e.g., G. W. Snedecor, Statistical Methods, 5th Ed., ISU Press, Ames, Iowa, 1956; or W. Dixon
and F. Massey, Jr., Introdaction to Statistical Analysis, Wn4 Ed., McGraw-Hill, New York,
1957).

OFor cht square for contingency tables, see Snedecor.
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found to be large; standard deviation of the average drift rate within aircraft was 2.330 per

hour for eastbound flights and 1.640 per hour for westbound flights.

Analyses of the residual variation now available are based on only 36 flights, but it is be-

,leved that the information is indicative of the general situation. Interpretation of the variance
2

Sy.t described above, and its square root, the standard deviation sy.t is interesting. It would

appear that Lhebe quatiLies tust cuuiLaia aL lelt twtu%;umonents of variation. One component

is due to the errors in the celestial fixes taken to determine the status of the free gyro indica-

tton; the second is due to the supposedly random drift variation of the gyro from its average

drift rate on a particular flight. Perhaps this second component can be divided further into

subcomponents.

Of the 36 flights summarized at this date three showed extremely large values of s y5t

(i.e., > 14). Averaging then over the 33 flights included, we found that the s2y.t = 1.8424
from which sy.t = 1.36e. Separation into east- and westbound flights gave the following results:

Eastbound: 15 flights; a2 y t - 1.7696
Westbound: 18 flights; s2 a 1.8836y.t

We conclude that the residual variation is homogeneous with respect to direction of flight. For

judging these results of the regression analyses it is of interest to add at this point a report

that the overall average correlation between yt and T was found to be r = 0.839.

The numerical results above may be summarized as follows. No actual data are available

to us for separating the residual variation into its components. We may hazard the opinion

that our estimate S 2y.t = 1.8424 comprises about equal contributions from the celestial fix

error and from gyro random drift sources. Since the points are plotted about every 20 or 30

minutes, we may say that in such a period there is about a one-degree contribution to the

residual variation from each of the two sources. Returning to the average drift rate, we have

found the overall average drift rate to be small for eastbound flights, but it was about -10 /hour

for westbound flights. Both flight directions showed large variations among aircraft from the

average aircraft value. The standard deviations were 2.3 0/hour eastbound and 1.6/hour west-

bound for the drift rates about their respectivc average values.

3.5. HEADING REFERENCE DERIVED FROM CELESTIAL INFORMATION

3.5.1. DESCRIPTION OF METHOD. The determination of direction by visual or optical

celestial means Is as old as history. It still provides the most accurate and stable heading

reference. For aircraft use, however, there are limitations in accuracy because of instru-

mentation errors, position uncertainties, and time errors. In addition, cloud cover can make

the system unusable.
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A spherical triangle on a celestial sphere is called a celestial trianle. The navigation

triangle is the celestial triangle formed by arcs of a celestial meridian, an hour circle, and

a vertical circle. The terrestrial counterpart is also called a navigation triangle, being formed.

by arcs of two meridians and a great circle connecting the two places on earth, one on each

meridian. It is formed by the assumed position of the observer and the geographical subpoint

of the celestial body (the placc having the body in its zenith). This isqubpU Wo uf partlculAr

interest in determining direction by celestial means. At any particular time from any partic-

ular place on the surface of the terrestrial sphere there is only one true azimuth to the sub-

point of the body. This true azimuth can be obtained from tables, such as H. 0. 249. By meas-

uring the relative bearing from the aircraft to the celestial body and knowing the true azimuth

of the celestial body, the aircraft heading can be determined.

For years navigators requiring true heading information from celestial observations

have relied on the common astrocompass, which is essentially a celestial compass. By sighting

known celestial bodies the true heading of the aircraft can be obtained. This device has been

used primarily in the polar regions as an occasional check on gyro heading and is not suit-

able for a continuous heading reference. It is mentioned here because it represents a basic

tool for determining celestial heading. Its accuracy is quite limited, perhaps 30 or 40 standard

deviation. The astrocompass Is shown in Figure 8.

3.5.2. PRESENT EQUIPMENT AND TECHNIQUES

3.5.2.1. The Periscopic Sextant. A more modern device is the periscopic sextant. In

addition to measuring celestial altitudes the periscopic sextant can be used to determine true

heading. Thus the need for the rather crude astrocompass is eliminated. Of course, this also

eliminates a need for an astrodome and the attendant danger associated with pressurized air-

craft. The Kollaman periscopic sextant is shown in Figure 9.

True heading can be obtained with this sextant by either the true-bearing or the relative-

bearing method. For the true-bearing method (1) set the true azimuth of the celestial body in

the azimuth dial window, (2) bring the body into collimation, and (3) read the true heading

under the vertical crosshair on the azimuth scale. If precomputation techniques are being used,

a true-heading reading Is obtained every time an observation for an LOP is made. For the

relative-bearing method (1) bring the body into coUtmation, (2) turn the azimuth crank until 0

degrees to under the vertical croeshalr, (3) read the relative bearing of the body in the azimuth

dial window, and (4) solve for the true azimuth of the body and determine the true heading

from this.

The accuracy of the true heading with the use of the periscopic sextant depends on several

factors: (1) the accuracy of one's assumed position (this determines the accuracy to which the
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FIGURE 9. KOLLSMAN PERISOPIC SEXTANT

true azimuth of a celestial body can be determined); (2) the skill of the operator; (3) most

important, the altitude of the body. For star altitudes up to 450 the accuracy is very nearly

constant. From 450 to 700 the accuracy degrades slightly. Above 700 of altitude there is a

heavy degradation in azimuth accuracy and, of course, at 900 it Is indeterminate.

While the azimuth dial on the periscopic sextant used by most commercial carriers can be

set to one tenth of a degree, the statistical study of field data obtained during the period of

this contract has Indicated that the accuracy under operational conditions has a standard devia-

tion of about 1.0 (Section 3.4.7). Since this Is likely to be a random error, the overall accura-

cy of the heading information can be better than this with multiple observations.

The Kollsman periscopic sextant is priced from $2600 to $3000.

3.5.2.2. A Photoelectric Sextant. Primarily with strategic bombers, considerable im-

provement has been made during the last few years In celestial equipment for aircraft. The

Kollsman photoelectric sextant ]O-85 (AVN-l), which has been used successflly in military
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aircraft for some time, is now declassified and available for commercial airlines. Although

no commercial airline has used this equipment to date, Pan-American World Airlines Is

making arrangements to test the Kolisman KS-8b In December 1962. The equipment is shown

in Figure 10.

FIGURE 10. KOLLUMAN PHOTOELECTRIC SEXTANT
0CS-SS3
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There are several distinct advantages to this type of equipment for over-ocean flights.

According to the manufacturer, the photoelectric sextant is less susceptible to errors result-

ing from oscillatory roll and yaw of Jet aircraft than the standard periscopic sextant. In addi-

tion, the entire operation can be conducted from the copilot's seat. The entire system weighs

47 pounds and consists of three units: a tracker, a central amplifier, and a computer Indicator.

The computer indicator, measuring 5 3/4 ý 4 3/4 Y 7 3/16 tnchem, tI the nnlyuntt that has to

be accessible in flight. Precomputed star information is set into the computer-indicator and,

when the tracker unit locks on the desired star, true-heading information is displayed In the

center windowto aleast count of 0.10. The rms accuracy of true heading is stated as 0.30 for

star altitudes of -50 to 450. The accuracy degrades slightly from 450 to 700 of star altitude,

and heavily above 700 of altitude. Of course, in addition to obtaining a true heading, the

altitude of the tracked star Is continually up-dated (with a dynamic rms error of 4.0 minutes),

enabling the operator to plot an LOP by conventional celestial plotting techniques.

The manufacturer's brochure lists the following information. At night stars can be tracked

down to -50, star and planet sensitivity is +4.5 to -4.0 magnitude. The photoelectric sex-

tant is capable of moon tracking to 1/4 of full moon. The sensitivity control- "Star Bright-

ness"- settings of BRT, MED, and DIM on the control panel aids in the acquisition of the

desired star in the presence of dimmer stars. During the day the sun can be tracked down to

-5°, the moon down to 1/4 of full moon. Venus and Jupiter can be tracked when favorably

located. The manufacturer also states that in twilight a 0.0 magnitude star can be tracked

from 20,000 feet altitude when the sun is just trackable.

The mechanical limitations of the vertical platform are given as *70 for both roll and

pitch (based on accuracy); the system is not damaged by unlimited tilt.

The mechanical limitations of the celestial tracker are elevation - 5 ° to 900 (relative to

the aircraft) and azimuth il 1/2 revolutions with automatic unwinding.

The celestial tracker employes a rectangular search. The width of this search pattern

is 70 total, and the height is 3 0 total. If the required celestial body lies anywhere within this

pyramid, it will be acquired. This feature mades the training of personnel comparatively

simple, especially when precomputed star information is to be used.

At the end of the present program with the military, the commercial price of the photo-

electric sextant is quoted as approximately $30,000. This price is a manufacturer's estimate

and does not include aircraft modifications, etc.

3.5.2.3. The Sky Compass. A second piece of modern equipment is the Kollsman Sky

Compass (Figure 11), an instrument designed to yield true headins under conditions where
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II

FIGURE 1. KOLLSMAN SKY COMPASS

the magnetic compass ts impossible to use-lIn other words, at comparatively high latttdes
and In the regions of the magnetic poles. This equipment analyzes the indirect or polarized

rays of the sun reflected from the zenith when the sun ts below the horizon or completely
obscured by a partially overcast sky.

This technique is not new; the first instrument to use this principle was made by Dr. A.
H. Pfund of Johns Hopkins University. In 1948, at the instigation of the Bureau of Aeronautics,

the Bureau of Standard developed an adaptation of the Pfund Instrument. The Kollsman Com-

pass involves the same principles as the Pfund Instrument, but is a new design and the first

production unit of this type.

As mentioned before, this instrument performs well in polar region twillght. This may be

a real advantage for high speed aircraft on east to west flights where the twilight period may
last for most of the flight.

This equipment fits In the same mount as the Kollsman Periscopic Sextant. In order to
obtain true heading with the sky compass it is first necessary to set In the precomputed
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azimuth of the sun on the azimuth counter. The second step is to obtain the proper light match

or dark match on a reticle and then read the true heading as projected on the azimuth scale.

Accuracy in azimuth readings of the sun is quoted by the manufacturer as better than 1/20

standard deviation.

The Kolisman Sky Compass (Figure 11) is not being used by any air carrier at present,

although approximately 150 units are in use by the Navy and Air Force. The manufacturer's

estimate of the cost is between $1800 and $2000.

3.5.2.4. The Automatic Astrocompass. The final piece of equipment to be considered in

this section is the Kolisman Automatic Astrocompass (Kollsman type KS-50). This has been

operational in the B-52 for several years and represents the most accurate celestial-heading

device studied during this program (Figures 12, 13, 14).

The automatic astrocompass is an electromechanical airborne device which produces a

true-heading reference accurate to an rms error of six minutes of arc, according to the

manufacturer's handbook. It has the ability to lock onto and continuously track a selected

celestial body producing continuous heading as an electrical servo output and as a visual

reference displayed on a counter. In addition, the system computes and displays true azimuth,

celestial altitude, altitude intercept and heading correction (i.e., the difference between

magnetically generated heading information and the astro heading). The inputs to the system

are the aircraft's geographic position, the sidereal position of the selected celestial body, the

position of the sidereal coordinate system in relation to that of the geographic (the Greenwich

hour angle), and an estimated heading of the aircraft at the present time (best available true

heading).

The automatic astrocompass uses these data to compute the line of sight to the celestial

body by the altitude and relative bearing of the aircraft. This positions the tracking device so

that it looks in the general area of the selected body. When the tracker locates the selected

body, it will lock on and continually track, evaluating the observed information against the

computed information and transmitting corrected true heading.

The system comprises twenty separate units divided into three groups. One group con-

sists of the control and indicator units, which must be available to the operator. The second

group contains those units which may be remotely located in any convenient portion of the

aircraft structure-the power supply, amplifier, and mechanical computer.

The third group is the tracker, which must be located on the top of the aircraft and close

to the longitudinal axis. The fore and aft alignment of tracker must be parallel to the longi-

tudinal axis of the aircraft, and the vertical position should correspond within a few degrees

to the normal vertical of the aircraft in flight attitude.
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FIGURE 12. KOLLSMAN AUTOMATIC ASTROCOMPA198 CONTROL
AND INDICATOR PANELS
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FIGURE 13. KOLLSMAN AUTOMATIC ABTPOCOMPASS AMPUJFIER
AND COMPUTER COMPONENTS
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FIGURE 14. KOLIMAN AUTOMATIC ASTROCOMPABS AND ASTROTRACKER

The three groups are shown in Figures 12, 13, and 14. Not shown in Figure 12 is that the

star data display panel actually consists of three identical panels, enabling the operator to

preset the sidereal hour angle and declination for three different celestial bodies. This equip-

ment is somewhat bulky. It weighs close to 150 pounds and is estimated by the manufacturer

to cost about $65,000, including installation.

The principal advantage of a celestial heading reference is its basic accuracy. We have

discussed here a number of instruments which can provide true heading from a celestial

source, ranging from the inexpensive astrocompass, which requires a fair amount of training

and is not very accurate, to the sophisticated and expensive automatic astrocompass, which is

more accurate than necessary for a commercial carrier and probably too complex. There

is a possible tradeoff in the case of the $ 30,000 photoelectric sextant, since its accuracy ts

apparently much better than that of the manual periscopic sextant. Particularly in conjunction

with high quality gyro heading references (1/4 0/hour or better), this photoelectric sextant

may provide a real advantage.
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3.5.3. RADIO-CELESTIAL-HEADING DETERMINATION. For radio-celestLal determina-

tion of aircraft heading two elements are required: first, a body in space capable of emitting

a radio signal of sufficient strength to be tracked; and second, a tracking device aboard the

aircraft capable of measuring the azimuth relative to a reference axis in the aircraft. In

addition, it is expected that this information would serve only to correct a free gyro. The radio

Luninnque h'm Ul, ubviuum.n,4dVutse uof bIhin uwauthdlly an all-weAiuwr device and, hence, of

particular value to low altitude aircraft, which must operate below the clouds for long periods

of time.

Since the only natural celestial bodies which radiate enough energy in the radio spectrum

to be useful are the sun and the moon, it is assumed that adding several satellites would be

necessary. Such a system, used for position determination, is discussed in Section 6.3. In

that section it is pointed out that satellites in relatively high orbits enjoy certain advantages,

not the least of which is having orbits predicted accurately some weeks or months in advance.

Consequently, tables could be made available to flight personnel so that heading could be

determined in essentially the same way as with the more conventional optical instruments.

The radio sextant would be similar to the Collins AN/SRN-4, but the antenna could be smaller.

With an 18-inch parabolic receiving antenna the sun could be tracked, thus providing a backup

to the basic satellite system.

System accuracy dictates that bodies be tracked only when they are below 45D altitude,

but in a high-speed aircraft the astrodome could probably not protrude far enough to scan

down to the horizon. Thus a very limited part of the sky would be available.

A pointing accuracy of 1 minute of arc (rms) has been estimated by the developer. Achiev-

ing this sort of accuracy with the total system would require that there be no other errors.

But there will inevitably be some error in position of the aircraft, and it is interesting to

investigate its contribution. For example, if the aircraft has a position error of 10 nautical

miles, then the azimuth error varies from 10 to 13 minutes of arc as the satellite proceeds

from the horizon to 45°. A second critical value is the time reference used. Since the satel-

lite is traveling at one mile per second, or about four times the earth's rotation rate, time

errors become four times more important.

The coverage analysis found in Section 6.3.2.2 for the angle-measuring system applies to

radio azimuth determination, with one important exception- a satellite directly overhead will

provide no heading reference and, as has been indicated, a degraded reference when its alti-

tude is above 450. Consequently, obeervation time is reduced although some tiUm would be

available at the begining and end of every pass. It is unreasonable to assume continuous
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(24-hour) heading information from this source (see Section 6.3.2.2 for a discussion of cover-

age vs. number of satellites in orbit).

The size, weight, and cost of this system would be Identical with that of the altitude

measuring system. The numbers are repeated here for convenience. The complete cost of a

navigation system installed in an aircraft has been estimated at $20,000 to $30,000. This in-

cludes the antenna, receiver, and tracking mechanism; but it excludes the vertical reference

system. Without the vertical reference system the weight Is estimated at 300 pounds.

In spite of its basic accuracy and all-weather capabilities, this system does not appear

very attractive as the only heading reference for high speed commercial aircraft because of Its

bulk and installation problems. If, however, the full satellite navigation system were used

aboard an aircraft, this would offer a convenient and useful way for obtaining azimuth correc-

tions for a free-gyro heading reference.

3.6. NORTH-SEEKING GYROS

Gyrocompasses have been used principally aboard ships, where vehicle velocites and

sudden accelerations are small and latitudes of operation are generally below 700. Under these

conditions errors of 1/20 are common, and maximum errors of 30 occur. One of the most

significant errors, the speed error, arises because the vessel has an uncorrected velocity

component in a north-south direction. The speed error causes an error In the apparent rota-

tional vector of the earth, resulting in a heading error at the compass readout. For example,

a ship at latitude 300 N steaming on true course 0450 at a speed of 20 knots has an error of

1.040. Any reasonable estimate of speed permits correction adequate for ship navigation pur-

poses [7].

With aircraft, using airspeed as an input, one can see that large errors would be common.

Consequently, gyrocompasses are of little use unless a good value of aircraft velocity is avail-

able. However, the advent of doppler radars has brought the capability to dertve precise

velocity information for aircraft, and the gyrocompass has become much more attractive [8].

Several airborne gyrocompasses have been built and tested. The ID-551/APN-105 was

constructed under Air Force contract [9]. The earth rate directional reference was built by

AC Spark Plug's Boston Facility (formerly the Dynatrol Corporation), and the doppler was the

LFE APN-105. This particular model was tested briefly in the final stage of the contract,

but the hurried experimental procedures were Inadequate for proper evaluation. In bench

tests with simulated doppler-derived velocities, errors were within tolerances (1/40 standard

deviation). In airborne tests, however, no standards were available except the gyromagnetc

compasses aboard the test aircraft, so that no useful accuracy Information was obtained.
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Another AC Spark Plug platform has been used with a GPL radar in the Airborne Long

Range Input to the SAGE System. This combined the AJN-10 Inertial platform with the APN-

144 doppler radar, and production units have been installed in the EH-121 aircraft at Idlewild

Airport. The true-heading error Is said to be 0.17° standard deviation, but the APN-144 has

a quoted standard deviation of the drift angle of 0.250. One may only assume that the heading

reference e hacic.ally better than the doppler, but that the overall system perforaiw&*e mwunt

be the rms sum of the two, or approximately 0.330 standard deviation. The U. S. Navy Bureau

of Ships has contracted with the Sperry Gyroscope Division of Sperry Rand Corporation to

build several models of a combination gyrocompass, gyromagnetic compass, and free gyro.

With a precise velocity input (as from a doppler radar) the gyrocompass mode of operation Is

expected to exhibit a standard deviation of 1/40 at moderate latitudes. The equipment resulting

from this contract is expected to be delivered in late 1962 and will be evaluated at Johnsville

Naval Air Development Center.

The only one of these systems for which production cost information is available is the

GPL-AC Spark Plug combination. Cost to the Air Force, as provided by GPL, was

Doppler $ 16,000

Navigation computer 22,000

AC Inertial platform 70.000

Total $108,000

The main advantages of such a system are the high accuracy and the ability to use inertial-

ly derived velocity during periods when the doppler is not operating. Further, if a doppler-

inertial system is already aboard the aircraft, little additional cost or complexity is involved

in adding the airborne gyrocompassing feature. A number of disadvantages are apparent:

alignment time is 30 to 40 minutes on top of 10 to 15 minutes gyro heating time, accuracy at

very high latitudes is poor, continuous power is required (loss of power, or large transients,

results in loss of alignment), and system accuracy depends on the accuracy of the doppler

velocity and position information. Doppler malfunctions (not complete failures) can cause

large undetectable errors. Finally, for complexity much greater than a magnetic system,

performance is not much better.

Not enough operational Information has been collected to draw any conclusions on system

reliability. It can be observed, however, that the mean time between failure must be appreci-

ably lower than that of either the doppler radar or the Inertial platform, since both of these

must be operating in order to produce the heading reference. It is doubtful that at the present

state of development the gyrocompass offers any improvement for the commercial operator.
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3.7. VARIATION CORRECTION

Non-time-varying uncertainties in the definition of the magnetic field are a serious source

of heading errors. The Coast and Geodetic Survey has indicated that Isogonic lines in the

United States have a probable error of 0.50 and, over less investigated areas of the earth,

0.80.6 Certain regions which have not been surveyed magnetically for many years are consid-

erably worse than this. Perhaps conveniently, the areas of poorest magnetic Information are

also the least traveled by commercial aircraft-the Indian Ocean, for example. At any rate,

for the North Atlantic the 0.80 figure Is applicable. Translated into a 2a value, this indicates

a 95% probability of being within *2.4 0 [10-18J.

In addition to the uncertainty of the non-time-varying error, a number of time-varying

errors are possible. Since the source of most of these Is external to the earth, the source

magnitude is Independent of latitude. Consequently, such errors increase appreciably at high

latitudes, where the horizontal component of the earth's field is small.

Diurnal changes have a magnitude of about 0.10 at middle latitudes and 0.20 at near polar

latitudes. During periods of high sunspot activity these values are doubled.

Magnetic storms cause compass system oscillations with periods of several hours and

amplitudes of several degrees at middle latitudes. At high latitudes the amplitude may again

be doubled. For example, a recent storm which caused a maximum error of 30 at Tucson,

Arizona, caused a 70 error at Sltka, Alaska. Unfortunately, the direction of the error cannot

be predicted from one point to another some distance away, although the approximate magni-

tude can. Magnetic storms can be predicted under certain circumstancesn-notably a tendency

to recur in twenty-eight days, the rotational period of the sun with respect to the earth- but

this predictability Is not consistent enough to be of much value to aircraft operators.

Data going into a world isogonic chart, as published every five years by the Coast and

Geodetic Survey, are a strange mixture of information derived over many years. Some infor-

mation as old as 1900, but updated by a knowledge of annual change, from nearby points, is

still used. Since World War 11, a fairly consistent program of airborne magnetometry has

been performed by the United States Coast and Geodetic Survey, Air Force, and Hydrographic

Office. While errors in airborne magnetometry may be a little larger than those in data ob-

tained by specially constructed ships, the rate of data acquisition Is so much greater that It is

now the principal source for over-ocean surveys.

Users sometimes ask why the Coast and Geodetic Survey does not publish isogonic charts

every year, since new data are available continuously. The answer Is that the probable error

Personal correspondence with Coast and Geodetic Survey.
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of the data is so much greater than the annual change that annual publication would be of little

value.

One may conclude from this discussion that magnetic compasses, after all corrections are

applied, will still not yield a very precise indication of true heading; and instantaneous accura-

cies of better than about 1.00 standard deviation at middle latitudes are not foreseen at this

time.

Magnetic variation in flight is allowed for by applying a bias correction to the indicated

magnetic heading. This correction may be obtained from a plot of variation contours on a

map of the region being flown over, from tables prepared for particular flight routes, or by

reading from a variation cam, which is a physical memory of world-wide variation. Variation

contours on a map require some Interpolation and careful application of the rules for deter-

mining compass heading from true beading; but, if properly handled, they are as accurate as

any other method. When a select family of routes is flown, a table of variation may be pre-

pared. TWA, for example, has prepared tables of magnetic heading to fly from any integral

latitude at a 1O°-longitude line to any integral latitude within 5° at the adjacent iO°-longltude

line. In this case the average variation for the path segment is applied over the entire segment

(see below). In the case of cam correction, the entire variation table is stored on a cam post-

tioned by a latitude-longitude Input, and the appropriate variation is applied continuously. This

method is convenient, but it does require a continuous generation of latitude and longitude-

and this is not often convenient for commercial operators.

Two types of error in position occur because of the practice of using an average value of

variation over a route segment rather than applying variation continuously. If the field varies

linearly over the path, an actual path followed tends to be an arc to the right or left of the

great circle path, which arrives at the correct destination. If the field is nonlinear, there will

be a position error at the destination. This error can be calculated, but it is ordinarily quite

small. The case of a linear field is shown in Figure 15 [19].

From 30P W to 400 W

True Course = 2600 (measured at meridian
nearest halfway)

Average Magnetic Variation 2 370 W

Magnetic Course = 2870

Deviation = None

Magnetic Heading 2 7 (no wind)

As can be seen from Figure 15, the aftual flight path does not ncessarily follow the

great circle route. An understanding of this can be obtained by examining the ladividual factors.
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300

400 35° A•

4000/

FIGURE 15. DIFFERENCE BETWEEN ACTUAL FLIGHT PATH AND
GREAT CIRCLE

Assume no magnetic variation, but a total meridian convergence of 8o in 100 of longitude

at approximately 550 N latitude (Figure 16, Reference 12).

At mtdpoint-True Course = 2600

At beginning--Great Circle Course = 2640
Course Flown a 2600
Course discrepancy 4

At end-Great Circle Course 2 256&
Course Flown = A4
Course discrepancy -4°

4 0 0 3 0 0
350o

FIGURE 16. NO CHANGE IN MAGNETIC VARIATION, 80 MERIDIAN
CONVERGENCE BETWEEN 300 and 400 LONGITUDE
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The resulting flight path is shown as a dashed line to the south of the great circle route.

For a flight of 350 nautical miles, the cross-track discrepancy at the midpoint would be 6.1

nautical miles.

A similar situation in the southern hemisphere would result in the flight path being to the

north of the great circle route.

Now assume no meridian convergence, but an increase in magnetic variation of 60 when

westbound (Figure 17).

At midpoint-TC= 2600
Average Variation - 27'0 W
MC -

At beginning-MC - 2870
Variation at 300 = 240 W
TC-

At end-MC - 2870
Variation at 400 30P W
TC=

o •/ 350

00

FIGURE 17. NO MERIDIAN CONVERGENCE, MAGNETIC VARIATION
INCREASING WESTBOUND.

The resulting flight path is shown as the dashed line to the north of the great circle route.

For a flight of 350 nautical miles, the cross.track discrepancy would be 4.5 nautical miles.

If the magnetic variation decreases 120 when westbound, assuming no meridian conver-

gence, the following situation exists (Figure 18).
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At mldPOlnt-TC -280o
Average Variation 20 w

At beginning-MC- 280
Variation - 260 W
TC- 2

At end-MC * 2800
Variation - 140 W
TC- 2W

700 44

/o70f

I0

FIGURE 16. NO MERIIAN CONVERGENCE, MAGNETC VARIATION
DECREASIN WESTBOUND.

The resulting flight path Iis shown am the dashed line to the south of the great circle route.
For a flight of 350 nautical a ties, the cross-track error would be 9.2 nautical Miles.

In the same manner Rt can be shown that easterly variations increasing numerically to
the west will move the flight path to the south, while easterly varliation decreasing to the weat
will move it to the north.

These facts are summarized in Table V.

The combinations of meridian convergence and changing variation Will Increase or de-

crease the effect of either one alone. In the vicinity of James Say, Canada, the croes-track

discrepancy Is increased. ft is fortunate tha over Most of the North Atlantic the two effects
nearly cancel.
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TABLE V. FACTORS AFFECTING FLIGHT PATH
Factors

Westerly Westerly Easterly Easterly
Variation Variation Variation Variation

Movement of Meridian Increasing Decreasing Increasing Decreasing
Flight Path Convergence Westerly Westerly Westerly Westerly

Northern Hemisphere

South North South South North

Southern Hemisphere

North North South South North

3.7.1. REDUCTION IN CROSS-TRACK ERROR RESULTING FROM RANDOM NATURE OF

THE ERROR IN VARIATION. The heading error In an ocean crossing with a magnetic com-

pass is a function of the precision of deviation compensation, readout errors, and the incom-

plete knowledge of variation correction over the route. The method of determining variation

over the ocean is such that a residual random error of approximately 10 standard deviation
exists. This means that on any single determination of heading, there is about a 2/3 chance

that it is within 10.

Neglecting all other errors (readout, deviation, etc.), If the magnetic field were in error

by this amount over the entire path, one would correctly expect a 10 standard deviation error

at the end of a flight. If the magnetic field variation error is random, one can expect a small-

er error than this over long flights [20, 211.

Let us suppose that the transoceanic flight distance R can be broken up (magnetically) into

n segments of equal length r = R/n such that the error in measured or computed variation is

constant over each segment, and then changes randomly to a new constant value for the next

segment, etc. Such a situation is shown in Figure 19. While this is somewhat artificial, it is

a fairly reasonable limiting situation. In effect we may then represent the correlation function

of the variation error as in Figure 20.

Now consider an aircraft traveling the entire path. In the first interval of length r the

error in compass variation is assumed constant, so that at the end of that interval the plane

will have a cross-course error equal to re, where e is the error In radians.

Similarly, in the second and third intervals the cross-course error will be re 2 and re3

respectively. Since e is a random variable, the cross-course error at the end of the flight

can be computed from the sum of the error components

Sr2 Z1 2 + r 2 +...+r 2 (1)
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1 2 3

FIGURE 19. CHANGE IN ERROR VARIATION

z
1.0

4 z1

r

RANGE IN MILES

FIGURE 20. CORRELATION FUNCTION OF THE
VARIATION ERROR

In terms of standard deviations, where a is in radians we may write an eapression of similar

form for the entire flight:
R2E2 =r22a

R 2 E 2, raE

and

IoE 0 - C

Since R - nr,

RaZ a. or a.u 2

Thus, the standard deviation at the end of a long flight Is I/4'n times the standard deviatn of

the Individual segments.
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No precise value of the distance in which the correlation goes to zero over ocean regions

is available, but some data taken on land indicate that 100 miles would not be unreasonable for

the non-time-varying error. In this case, for a 2000-mile trip the expected error would be

approximately 1920, where a is the standard deviation of the variation in the field in radians.

One may draw the conclusion, then, that magnetic heading may be effectively accurate to a/ 4

or 1/40 for a flight across the AUanttc.

The case considered here used a rather artificial correlation function. It is probable that

one whould use a correlation distance much smaller than 100 miles. Consequently, the actual

cross-course error caused by the standard deviation of variation at the end of a 2000-mile

flight may be negligible. Of cour•e, the error assumed here was without bias. It is anticipated

that if any real bias existed in the field, it would be discovered by repeated flights, so that it

could be allowed for subsequently. It is concluded, then, that cross-track errors in such long

flights are likely to derive from sourcos other than the poorly mapped variation field.

The exception to this conclusion is that errors caused by magnetic storms exhibit differ-

ent properties. The distance over which such errors are correlated is likely to be more like

500 miles-an appreciable fraction of the total flight path. In addition, such errors are likely

to exhibit a larger standard deviation. Consequently, during such storms one might expect

terminal cross-track errors two or three times as large as on magnetically quiet days. Even

though the existence of a magnetic storm may be known to the pilot, there is a real need for

an auxiliary heading reference, preferably one using a different basic source of information.

(See discussion of hybrid systems in Section 3.2.2.)
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4
VElY-.LOW. FEQUEINCY RADIO NAVIGATION SYSTEMS

4.1. INTRODUCTION

4.1.1. HISTORY. The systems considered here are ground-based radio frequency systems

operating at frequencies below 50 kc and at ranges up to at least 3000 nautical miles. During

World War IU the LORAN-A hyperbolic navigation system pined a reputation for reliably pro-

viding relatively accurate fixes at long range. Following the widespread acceptance of LORAN-

A, a need for still greater range and accuracy was evident. Low-frequency LORAN operating at

180 kc was tested with the hope that this would provide the answer. Because of propagation vari-

ations and dispersion, the pulse measuring techniques of LORAN precluded obtaining the accu-

racy that was desired. It was evident, however, that achievement of high accuracy at long range

would require the use of still lower frequencies. Consequently, the RADUX hyperbolic system

was devised by Dr. J. A. Pierce of the Cruft Laboratory at Harvard. The RADUX system was

to operate at 40 kc, using phase comparison measurements rather than the pulse measurements

of LORAN-A. It was found, however, that the cyclic ambiguities of the phase measurements

could not be resolved at 40 kc because of path dispersion. About the same time Dr. Pierce and

others were conducting experiments in VLF propagation at about 16 kc and found remarkable

stability in the propagation medium. Many experimenters then began investigating the VLF (i.e.,

3 to 30 kc) frequency region for the use of both navigation techniques and standard frequency

broadcast. The encouragement given by the propagation experiments over very long ranges led

Dr. Pierce and the U. S. Navy to develop the OMEGA system for world-wide navigation. Another

result was the proposal of the DELRAC system by Decca Navigator Company, Ltd.

Although the development of OMEGA was based primarily on the need for world-wide sur-

face navigation, the possilble application of such a system to transoceanic air navigation is in-

teresting. It is the purpose of this report to investigate this latter application with particular

attention to the needs of the air carrier industry.

4.1.2. SYSTEM CONFIGURATIONS. Navigation systems designed to provide very long

range navigation in the VLF region may take several forms, which differ primarily in the funda-

mental physical measurements that are made to obtain a navigation fix or "present position."

The more important examples of the types of systems that have been considered are

(a) Theta-theta (based upon azimuth measurements)

t) Rho-rbo (based upon range measurements)

(c) Hyperbolic-hyperbolic (based upon range-difference measurements)

(d) Hyperbolid-elliptic (based upon range, range-difference, or range-sum measurements)
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All of these systems determine position by two separate measurements, each of which determines

a line of position; the intersection of two of these lines is the position.

Rho-rho and theta-theta systems have several advantages over pure hyperbolic systems.

Coordinate conversion is less complicated, corrections for propagation Variations are more

easily applied, and only two ground stations are required for a fix. When transmitters and an-

tennas are very expensive, as they will be for long-range very-low-frequency stations, the last

advantage may represent a large reduction in investment. Hyperbolic-elliptic systems present

a problem in coordinate conversion similar to that of hyperbolic-hyperbolic systems, although

again only two stations are required to determine position. One possible advantage of hyperbolic-

elliptic over rho-rho systems is the high accuracy of the hyperbolic measurement and the good

line-of-position crossing angle, which is always 900 for hyperbolic-elliptic systems. Both rho-

rho and hyperbolic-elliptic systems, however, require the use of a highly accurate and precise

local time standard or clock for the measurement of one or more absolute distances. Clocks,

usually in the form of oscillators to provide sufficient stability and accuracy, have not been

available in the past; for this reason, most effort has been devoted to hyperbolic-hyperbolic

systems.

All of the systems might be used in the normal manner, with the transmitters on the ground

and the receiver in the aircraft, or in an "Inverse" manner, with the transmitter in the air-

craft and the receivers on the ground. In Appendix A, however, it is shown that the amount of

power that can be radiated from an aircraft at very low frequencies is extremely small. Only

one type of antenna was considered in the analysis, but the results given are probably better

than those for most other types with the possible exception of a long trailing wire. It is assumed,

however, that a trailing wire antenna several thousand feet long is not an acceptable type for air

carrier operation. Not considered in Appendix A is the low radiating efficiency of aircraft an-

tennas, which, although more difficult to evaluate analytically, will further reduce the possible

radiated power. This is one of the reasons we may restrict our considerations to configurations

in which the systems are operated with transmitters on the ground and the receiver in the air-

craft.

The evaluation of the four systems will be made for commercial aircraft on over-ocean and

over-land routes up to 3000 nautical miles In length, with required accuracies of 2 to 6 nautical

miles d radial error. The evaluation will also include considerations relevant to operationrms
in aircraft with speeds up to Mach 3 and to the operational availability of the system from 1965

to 1975.

4.1.3. SYSTEMS CONSIDERED. The evaluation given here will be limited primarily to

existing systems. The OMEGA system, the only VLF system actually in existence today, pro-

54

I



WkOiiSus of 60eMs 01d Technelow The University of Michigen

vides to a large extent the basis of this evaluation. The DELRAC system to a proposal of Decca

Navigator, Ltd., and Is essentially a Decca system time-shared and translated to a lower fre-

quency. It Is interesting to note that the OMEGA and DELRAC systems are so similar that most

of the analyses to be presented for the OMEGA system will also apply to DZLLRAC; the two sys-

tems differ mainly iWi Instrumentation methods. Together, they represent the present technology

anid state-of-the-art uf long-range VLF hyperbolic systcmn.

Since proposals for systems other than hyperbolic have been made in the past and will un-

doubtedly be made in the future, a brief analysis of rho-rho, theta-theta, and hyperbolic-elliptic

systems will be given later, in Section 4.6.

4.2. ACCURACY EVALUATION

4.2.1. ACCURACY SPECIFICATION

4.2.1.1. Description of Hyperbolic Systen Measurements. AlU hyperbolic navigation sys-

tems, including OMEGA and DELRAC, permit the derivation of position by determining the dif-

ference in distances between the receiver and a pair of transmitting stations. For short base-

line systems the earth in commonly considered flat; then the loci of such distance differences

form a hyperbola. Two such measurements will define two hyperbolas on the earth, and their

Intersection gives the receiver's position. The actual measurements are always the differences

in the time of arrival of two radio signals; the distance difference is obtained by a knowledge of

the physics of wave propagation. VLF systems make the time-difference measurement by com-

paring the phase of the two signals and relating this phase difference to a time difference. Any

error in the system can be related, then, to an equivalent error in the time-difference -meas-

urement. Figure 21 shows the geometry of such a system for one line of position (hyperbola).

If the master station transmits a wave of the form'

E - cos (Wt +a) (3)
m

the signal received at the slave s is then

Es a coo (t +a + We) (4)

The signal is then retransmitted by the slave and appears at the receiver as

ER a coo (W.t + a + * me + a + *) (5)

'Since we are interested only in the phase of the signals, the amplitude is taken as one for
simplicity of expression.
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Slave

Rteceiver,

top

Master

FIGURE 21. GEOMETRY FOR ONE LOP

The signal transmitted directly from the master station to the receiver appears as

ER = cos (wt +a + *mr) (6)
m

where w - 2rf and f a the radio frequency of the signal

k/ns a phase delay over path from master to slave
*msr = phase delay over path from slave to receiver

mr n phase delay over path from master to receiver

6 - synchronizing error of the slave station

The phase difference between the two received signals at the receiver is then

ms sr mr (7)

where f is the instrumental error of the receiver. The phase difference A41 can be related to a

time difference by

AT.._ 106 Ousec (8)

The cyclic nature of A* gives rise to ambiguities which are spaced along the baseline at dis-

tance intervals of

A c

where X is the wavelength of the radio frequency signal (f) and c is the velocity of propagation.

Each of these intervals it called a lane in most phase or cycle-measuring systems.
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4.2.1.2. d Measure of Systems Error. The position accuracy of hyperbolic systems
rms

has been statistically analyzed by several authors r22, 231. A commonly used accuracy index

and the one used here is the specification of a circle whose radial dimension is one or more

times the drms error. The interpretation and usefulness of the drms statistic is discussed in

Section 1.3.

The drms error is used to show a fictitious circle within which the probability of finding

any one measurement is within a certain narrow range. The specification of position error by

this circle is always conservative, and the calculations are usually simple. The d error isrms

derived in Appendix B and is given in nautical miles by

I OA 2 a 22~A ~T~

0.06076 AT1 2 AT2 2a, 2 AT2P AT1 2 cos 0

irms n a sin' # 1 sin sin 01 sin 2(10)

where PATIAT2 = correlation coefficient between ATI and AT2 and

vrAT! and %hT2 are the standard deviations of the time difference measurements in gsec.

0, and S are shown in Figure 22.

9 = angle of cut between position lines (for three stations 9 a 01 + #)

2# w angle at receiving point between one part of transmitters

0

FIGURE 22. FIX GEOMETRY
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4.2.1.3. Hyperbolic System Errors. From the preceding, it appears that a quantitative in-

vestigation of errors may be reduced to an investigation of the errors of the time difference

measurements AT1 and AT2 . For evaluation of the drms error, the errors in the time difference-

measurements will be assumed to have a zero mean and a variance VAT Means other than

zero will be caused by diurnal propagation variations, incorrect assumptions of phase velocity,

and anumaluus prouatgatiun cunditiuns. These causes will be considered in sections dealing with

these subjects. Although it is not necessary that errors in AT be normally distributed, it is

reasonable to assume that they are so distributed because such errors are the sum of several

error sources and many of the error sources themselves have been found to be nearly normal

[241.

In considering random errors, then, we shall assume errors in AT to be normal with zero
2mean or expectation and of variance 6T . Combining Equations 7 and 8,

AT atm= tm sr + " 8- tmr -tf(1

If all the terms of AT are independent (uncorrelated), then

%T = Otmse + Itsr + Otmr + 0t2 + at (12)

Both t8 and tI are instrumentation errors and are independent of each other and all other terms.

The remaining terms represent propagation times, and some correlation between these terms

might be expected. However, Norton [241 cites evidence that the correlation between propagation

times, when the transmitters are separated by a distance (S) greater than 40X wavelengths, is

negligible; that is,

p a 0 when S > 40A (13)

At the OMEGA operating frequency of 10.2 kc

40X a 634 nautical miles (14)

a distance which is small compared to the station separations or baseline distances with which

we are concerned. Experiments with the OMEGA system at 10.2 kc give evidence that p is ap-

proximately 0.5 when S a 100 miles.' With baselines several thousand miles long, it appears

reasonable to assume that the terms in Equation 12 are independent.

The correlation- coefficient in Equation 10 is a measure of the degree to which a! Th corelaton-ceffiientPATIAT9

change in AT1 will be accompanied by a change in AT2. If AT1 and AT2 were indapendent, then

' Private communication with Dr. J. A. Pierce, of the Cruft Laboratory, Harvard University.
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SPATI,&T2 would be 0. Since the master-receiver path Is common to both measurements, any

,change in t mr will affect both AT, and AT 2. If the correlation between the individual paths is

S~assumed equal to zero, we still have time-difference correlation remaining because of the com-

mon master-to-receiver path. Appendix C shows that over a large portion of the service area

-*the value of p might be expected to equal about 0.3. From an analysis of an experimental L.F.

LORAN system (180 kc) Crichlow found that PATAT2 = 0.309 [22, 25]. Since Norton's data

agree with the results of Appendix C, we shall assume in this report that

PAT 1, AT2 a0.3 (15)

4.2.2. PROPAGATION TIME

4.2.2.1. Random Errors in Propagation Time. An analysis of errors in the phase delay

over the transmission paths requires, of course, an investigation of propagation characteristics.

Much of the attention that has been given VLF systems has been devoted properly to the propa-

gation problem. The justification for systems operating in this frequency range has been the

high stability of phase velocity over long distances with little signal attenuation. Although a

great deal of material is available on the theory of very-low-frequency propagation, we will

rely here largely on the experimental data that has been gathered by researchers investigating

navigation applications and time-standard capabilities.

Until recently, VLF stations were not frequency-stabliized well enough for accurate ob-

servations of phase over long periods of time. As more and more stations become stabilized

(the Navy is engaged in such a program) and atomic time standards become available to more

investigators, the amount of experimental data collected will greatly increase. At present, even

though several active measurement programs are underway, the data are so new that some in-

vestigators are not yet prepared to release them. Nevertheless, enough information is avail-

able to provide a reasonable assessment of the problems, and areas where limiting bounds can-

not be established will be indicated.

For convenience, we shall treat the propagation time t as a random variable with mme 't

2and variance ot . The standard deviation measures the precision or the ability of the system to

give consistent position information at a fixed location. Much of the experimental data gath-

ered to date provide an evaluation only of phase stability (at or precision) over specific paths.

In 1957 J. A. Pierce published measurements of the phase of a trans-Atlantic signal when

compared with a stable local oscillator [261. The signal was transmitted by GBR at 16 kc

from Rugby, England, to Cambridge, Massachusetts-a distance of 2800 nautical miles.

Pierce found a standard deviation during night and day of about 2 jIsec, with maximum devia-
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tions from the mean of about :0 gsec. The daytime value of the phase delay was lower than

the night value because of the lowering of the ionosphere. This diurnal variation will be dis-

cussed later as part of the predictability problem. Casselman, Heritage, and Tibbals have

published similar data on the round trip time of a 12.2-kc signal over a 2270-nautical mile

path from Hawaii to San Diego (271. The measurements, taken every six minutes over a six-

day •wrlod In January 1058, pve a standard deviation of 5 Asec in the daytime and 4 Msec at

night. Measurements were also made over a 24-hour period at frequencies from 10.2 to 15.2 kc.

It was found that the nighttime variations were much lower at the lower frequencies, with peak

to peak variations of only 8 Msec, at 10.2 kc, and approximately 50 jssec at 15.2 kc. H path

reciprocity is assumed, the one-way transmissions have standard deviations equal to one-

hal the above values. The standard deviations just given were for six-minute readings of the

phase delay. Although the diurnal variations observed were similar to those of Pierce, the

daytime values were not so constant.

Other observers have determined standard deviations of propagation time over paths up to

3000 nautical miles long in the very-low-frequency region, and Norton has used these data to ob-

tain an "ionospheric roughness parameter" with which he computes the standard deviation of

phase of the received signal [24]. Norton's model might be used to gain some insight into the

functional relation between the standard deviation of phase and transmission distance. This

model indicates that the phase variation should vary as the square root of the number of ray hope,

or approximately as the square root of distance. However, the model is based on the assumption

that propagation follows a single ray path. Watt and Plush point out in their investigation of VLF

for standard frequency broadcasts that at long distances several rays would probably contribute

to the field at the receiver so that the standard deviation would be reduced [28]. Since the num-

ber of contributing rays increases with distance, the standard deviation of phase would be ex-

pected to increase at a slower rate than the square root of distance.

Not enough experimental data are yet available for conclusive study of the variation of the

standard deviation with range. For example, the National Bureau of Standards has been meas-

uring the phase of station GBR at 16 kc in Boulder over a 4000-nautical mile path. Chiltono gives

values over this path of

a a 2.8 /isec in daylight

a a 5.1 jusec at night

'Personal communication with Charles J. Chilton, National Bureau of Standards, Boulder
Laboratories.
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These of Chilton compare with the values of Pierce over a 2800-nautical mile path of

a = 1.4 usec in daylight

a - 2.8 jusec at night

These values are in a ratio of about 1.8, although the square root of the distance ratio is about

1.19. On the other hand, the data of Casselman, et al., do subetantiate the conclusion of Norton

that at about 10 kc the day and night standard deviations are nearly the same [241. One of the

problems encountered here is that because of the few data available and because of possible dif-

ferences in averaging techniques it is difficult to make comparisons.

Much of the data taken so far on the standard deviation of propagation time have been taken

over paths in the temperate zone. It would be interesting to examine data from both arctic and

auroral paths; the National Bureau of Standards is taking data over an arctic path, but results

are not yet available. The GBR-to-Boulder path for which data are available Just touches the

auroral zone, and Chilton points out that a standard deviation based on data taken over this path

for a six-month period and including some magnetic disturbances and meteor showers gives a

value of about o = 8.36 Msec, although these data include night values at 16 kc which according

to Casselman, et al., have a higher variation than at 10 kc.

The Naval Electronics Laboratory has also taken data on actual phase difference measure-

ments using an OMEGA receiver.10 Data were taken at the Naval Electronics Laboratory in San
Diego on the received phase difference between transmitters in Hawaii and Forestport, New

York. Both transmitters were synchronized with the Balboa, Canal Zone, Station. Data taken

from August 6 to September 2, 1960, gave a maximum standard deviation of about 7 psec. The

transmission paths involved here range from 2000 to 4000 nautical miles. Since the Hawaii and

Forestport stations were both synchronized on Balboa, four transmission paths are involved.

Since the data at 10 kc for the Hawaii-San Diego path gave standard deviations of 2 to 2.5 /sec,

we might assume a u 3 jssoc for each of these longer paths. If

at "3 •sec (16)

and

a'AT 4at (17)

aT 6 8 sec (18)

"Personal communication with Mr. E. R. Swanson of Naval Electronics Laboratory.
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This value is in reasonable agreement with the measurements made at the Forestport and

Hawaii stations.

Dr. J. A. Pierce reports that, on the basis of recent data taken on the OMEGA system in

service tests, with much of the data based on receivers operating in the Caribbean region, the

standard deviation of the time of propagation over a single path is 2 gsec, and the standard

deviation of the time-difference measurements is 5 to 6 gsec." These measurements were all

made at 10.2 kc.

On the basis of available experimental evidence it will be assumed throughout the rest of

this report that the standard deviation of the time of travel over a "quiet" ionospheric path at

10.2 kc is about 3 gsec. A "quiet" path is one undisturbed by anomalous conditions, such as

meteor showers, sudden ionospheric disturbances (SID's), etc. These effects will be dis-

cussed later in this report. Further experimentation, particularly over arctic paths, may

indicate that this figure is somewhat optimistic. It is likely, however, that investigations will

indicate that the value of 8.36 •sec given by Chilton is close to the upper bound for 10.2 kc.

4.2.2.2. Diurnal Variation and Phase Velocity. The accuracy with which we can predict the

mean-time-difference readings at any given location depends largely on the accuracy with which

we can predict the mean of the time of propagation t between two points. To evaluate the ac-

curacy with which we can predict the mean readings, we must investigate the behavior of the

mean of the propagation time, or the phase velocity upon which t depends. The often mentioned

diurnal variation is a function of the change in velocity from night to day when the ionosphere

lowers. The phase velocity can also be expected to vary with other parameters; for example,

ground conductivity and orientation of the path in relation to the direction of the earth's magnetic

field in the ionosphere. Although a great deal of theory directly related to our subject has been

developed, the computations required to evaluate all of the pertinent phenomena are laborious

and would still contain uncertainties because the models are incomplete. In addition, few ex-

perimental data have been gathered in this area.

Two problems have faced investigators here. To make a direct measure of propagation time

over a path has been impossible because a sufficiently accurate synchronization of "clock" at

both ends of the paths has been unavailable. The OMEGA experiments, on the other hand, have

provided accurate time difference measurements, but much of the data has been taken at sea

where accurate receiver location information has not been available.

"Personal communication with Dr.. J. A. Pierce of Cruft Laboratory, Harvard University.
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Several investigators have attempted to use a combination of experimental data and theo-

retical models. Most such attempts have suffered from uncertainties in the models. Westfali,

for example, has found that by using an approximation of Wait's for the phase velocity at long

distances, he could use experimental data on the diurnal shift to calculate the ionospheric heights

[29, 301. He obtained a result of h = 59.8 km for the daytime height and 72.S km at night. Using

these heights and the same model !or velocity, we obtain the following ratios between phase ve-

locity and the free-space velocity at 10.2 kc,

Vday .1.0076
C

Vnight . 0.999498

where v is the phase velocity, and c is the velocity of light.

Wait, however, points out that the model used by Westfall was very approximate and suggests

the use of a better model, which results in a deduced ionospheric height change of 18 to 20 km

at 10.2 kc [311. The most recent theoretical development of the mode theory by Wait has been

compared to the OMEGA data taken by NEL, which agree well with the velocities computed by

Walt [32, 331.

Vdy= 1.0027

Vnight . 0.9996

Pierce has used the data taken in the OMEGA service tests, in which receivers on ships

were accurately located by LORAN (a precise 2-Mc phase-comparison position-determination

system) to derive values of the phase velocity. 3s Pierce has observed that the velocity during

daylight hours is not constant, nor are the values the same for land and sea. The values he

derived are shown in Table VI. These are the ones now being used in the OMEGA program

TABLE VL PHASE VELOCITY
AT 10.2 kc (V/C) RATIOS

Land Sea

Early or Late
Daylight 1.00229 1.00256

Noon 1.00261 1.00310

Night 0.99945 0.9927

"Personal communication with Dr. J. A. Pierce of Cruft Laboratory, Harvard University.
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and probably represent the best data to date. These figures agree well with the last over-sea

values given by Wait.

Just how reliable these values are Is difficult to determine. Dr. Pierce states that the stand-

ard deviation of velocity ratio may be given approximately by

0.003
'v/c-

based on his OMEGA data. This would give

u/c = 3 x 10. 4 at 10 kc

At a range of 4000 nautical miles from the station, the resulting standard deviation of the com-

putation of time of propagation would be

a - 7.5 /secMt

It should be noted, however, that errors in the mean of the propagation time from the master

to the slave station are readily removable by system calibration so that a above is applicable

only to the transmitter-to-aircraft paths.

At long ranges the value of the phase velocity is very nearly Independent of range. At short

ranges the velocity varies because of interference between the various skywave modes and the

ground wave. The same interference causes partial cancellation of the field at short ranges.

Hence, the transmitter stations should be placed so that the user is always at least 1000 miles

from each station.

The change of velocity from night to day values as the ionosphere lowers results In a daily
change in propagation time, known as the diurnal shift or diurnal variation. The stability of the

diurnal shift is dependent on daily changes In the difference between night and day values of

velocity; the change in the diurnal variation Is small. Pierce reports a change in the height of

the GBR diurnal variation at Cambridge of only * 1 Lesc throughout the entire year. The Naval

Electronics Laboratory has taken data on the Forestport, New York, and Balboa, Canal Zone,

stations; the data show that the diurnal shift in the time difference is caused by the combination

of the shifts in each of the three transmission paths Involved. Over each of the consecutive ten-

day periods during which data were taken, the variation in the diurnal shift was much less than

the standard deviation of each reading, which was about 7 osec, as mentioned before. The data

available to the writer do not, however, permit an actual determination of the stability other

than that it is much better than 7 jusec. Between two of the ten-day periods a shift in the diurnal

variation was observed; this was about 9.4 Asec between the mean of one ten-day period and
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the mean of the following. This change has not yet been explained, although Dr. Pierce thinks

that it represents equipment error.

Dr. Pierce has been able to compute diurnal shifts that agree well with experimental data

over the Balboa-to-Corpus Christi path by the following model. In Figure 23 a receiver is lo-

cated at R and a transmitter at T, although it makes no difference if they are interchanged. We

are assuming here that the transmitter is at the eastern end of the path. Control points are

selected 777 km from each end of the path, and it is assumed that the path-transmission time

changes linearly as the ionosphere between these points changes height. The phase of the sig-

nal at the receiver then has a trapezoidal shape as a function of time as shown in Figure 24.

Ionosphere
East

~~Earth

FIGURE 23. PATH GEOMETRY FOR COMPUTATION OF DIURNAL SHIFT

Night Night

I I
I I

I Daylight

A B C DTime

FIGURE 24. TYPICAL DIURNAL SHIFT
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The break points on the curve (A, B, C, D) can be defined as

A is the beginning of sunrise at the eastern control point and occurs when

cos X a -0.16 (19)

where X a the sun's zenith angle.

B is the end of sunrise at the western control point and occurs when

cos X w +0.04 (20)

C is the beginning of sunset at the eastern control point and occurs when

cos X 50.0 (21)

D is the end of sunset at the western control point and occurs when

cos x = -0.25 (22)

The definitions of sunrise and sunset given here do not coincide exactly with the astronomical

definitions. This method has worked well for Dr. Pierce, although the corners of the trapezoid

Pre rounded off in actual patterns.

The time duration of the change from night to daylight and daylight to night defined here will

be neither necessarily equal nor of constant length over a given path because of the seasonal

change in the time of sunrise and sunset. At moderate latitudes the height of the shift is con-

stant. However, there are times of the year when the GBR-Boulder path is never in complete

darkness. The effect of this, as observed by the National Bureau of Standards at Boulder, is

that the diurnal shift over this path is triangular and never reaches the full night value during

the summer months.

The diurnal variation in a time-difference reading is the combination of the variations over

the individual paths and at times may go negative when path times are subtracted in a hyperbolic

system. The maximum shift that may occur is about 120 Lsec for a system where all paths are

about 5000 nautical miles long. If the receiver is near the bisector of the angle formed by the

station baselines, the diurnal shift is zero, although there are peaks up to 120 gec high during

the sunrise and sunset hours. The time-difference diurnal variation over one day would then

look something like that shown in Figure 25.

The operational problem of dealing with the diurnal shift might be reduced by removing it

from the master-to-slave station paths, thus reducing the paths that are affected from five to

three. This could most easily be done by the use of ultrastable oscillators at the slave stations

which would be locked to the master transmission with a 24-hour averaging time. Although the
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SNight Day Night

FIGURE 25. TIME-DIFFERENCE DIURNAL VARIA-
TION

experimental OMEGA chain now in use does not do this, it is expected that it will eventually

operate in this manner.

The diurnal shift over a path 5000 miles long in an east-west direction may require nearly

five hours for completion. Since many commercial flights take less time, the system must

provide the required accuracy even during the diurnal shift. Corrections require knowledge of

both present time and receiver position. The length of time required to complete a diurnal

shift on north-south paths is much shorter, but the slope, or change in time difference per unit

time, is high, so that an accurate time correction is also needed for these paths. For example,

the data taken by NEL at Corpus Christi, Texas, on the Forestport, Now York - Balboa, Canal

Zone, station pair represent a time difference where ali paths are predominantly north-south.

In the Corpus Christi data the total diurnal change is about 50 jtsec in the time-difference

readings. The shift from day to night values at sunrise occur with a maximum rate of about

10 Msec/hour. The rate is not constant, however, and the total change of 50 psec requires

about 7 hours. On the other hand, sunrise strikes several of the stations at nearly the same

time and the total change takes place in about two hours at a maximum rate of 50 psechoiur.

After the transition from night to day, an overshoot of 13 psec was observed; some of this

can be explained as a result of the superposition of individual paths, but Blackband of the Royal

Aircraft Establishment has noted a similar overshoot of about 5 jisec at 16 ke on a single path

from Rugby to Malta [341.

4.2.2.3. Anomalous Propagation. Sudden ionospheric disturbances (S1) cause sudden shifts

in both the time of propagation and the time differences. The Intensity of aD's varies, but the

effect of intense disturbances is a shift in the time difference of about 40 ssec. The peak de-
viation is usually reached in about 15 minutes with a recovery time of about 1.5 bowrs. Those

numbers result from observation at Lima, Peru, on the Hawaii-Balboa pair, but are typical of
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SID's that have been observed by several investigators."8 Although SID's with sufficient mag-

nitude to disturb VLF systems are infrequent, they do sometimes occur several times a day

and may actually overlap on occasions. Periods have been observed in the OMEGA data where

the duration of a disturbance caused by several SI's lasted two to three hours.

Pierce noted an effect from magnetic storms on his GBR data [261. This effect was a phase

jitter at night with a phase uncertainty of about 5 j&sec. It was not noted during the day. Black-

band reports a more serious disturbance on the GBR signal as received at Malta [34). The data

in this area are not sufficient to draw any quantitative conclusions, and an assessment of the

errors due to magnetic storms will have to await more experimentation.

Chilton, of the National Bureau of Standards, has also observed anomalous phase effects

from meteor shower ionization [35]. During the Perseid shower of August, 1960, the phase of

the GBR signal at Boulder was perturbed from the monthly average by as much as 14 jsec

during the dawn hours.

4.2.3. INSTRUMENTATION ERRORS

4.2.3.1. Bandwidth and Noise Consideration. Intimately related to instrumentation error

is the noise response of the detection scheme. The OMEGA system and presumably other VLF

systems use a linear servo detector. The predetection bandwidth is determined by the IF re-

sponse of the receiver, and the postdetection bandwidth is determined by the servo character-

istics. Ideally we would analyze such a system by defining the noise environment and then

evaluating the effect of the noise on the system.

VLF systems operate with an extremely narrow bandwidth in an environment of impulsive

atmospheric noise. Receiver noise Is seldom important because of the high atmospheric noise

leveL

An ideal analysis is beyond the scope of this evaluation. The analysis of atmospheric noise

is difficult, and the spectrum of such impulsive non-stationary noise after passage through an

extremely sharp filter cannot be conveniently determined [36). In addition, a detailed knowledge

of the receiver circuits, which is not available, would be required. Furthermore, the present

airborne receiver may not be representative of future designs. It is possible, however, to per-

form a simplified analysis and reach some conclusions about the range of error. The same

analysis will be used as a basis for estimating transmitter requirements.

The minimum bandwidth requirements will be determined for receiver operation in typical

aircraft of speeds up to Mach 3.

"Personal communication with J. A. Brogden of NRL.
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If changes in the propagation medium are neglected, an OMEGA receiver in a fixed location

would receive a signal of zero spectral width. If the aircraft is moving with a constant radial

velocity (measured in the direction of the transmitter), the signal will be displaced in frequency

by a doppler shift, but will still have no bandwidth. If, however, the radial velocity it changing,

the signal does exhibit a finite bandwidth. It in possible to supply externally derived estimates
of radial velocity to servo detectors and perform the final integration on the difference between

the actual and estimated signal. In such a case the final effective bandwidth required is only

that bandwidth determined by the velocity error.

Without external velocity or rate information the receiver postdetectton bandwidth must in-

clude the doppler shift from the maximum radial velocity either to or from the trriwsmtter.

During aircraft maneuvers the bandwidth is not zero because of the transient effects on the

signal frequency. The effect of a maneuver is analyzed here by assuming that the aircraft is

orbiting in a circular pattern far from the transmitter. The changing radial velocity then mod-

ulates the frequency of the received signal in a sinusoidal manner, and the bandwidth can be

found by classical FM analysis.

Table VII gives the bandwidth required by a system operating without external rate infor-

mation. The bandwidth is given for an aircraft flying at a constant radial velocity, and for an

aircraft flying at the same velocity in a circular orbit. The assumed turning rate is a 2g, or
"panic," turn.

TABLE VIL BANDWIDTH REQUIREMENTS FOR A VLF NAVIGATION
SYSTEM OPERATING AT 10 bc WITHOUT EXTERNALLY

DERIVED RATE INFORMATION
Bandwidth

Aircraft Maximum Ground Bandwidth Required Required for
Types Speed in Knots for Constant Velocity 2g Tarn

Piston 300 0.00520 cps 0.035 cps
Subsonic Jet 686 0.0121 cps 0.0458 cps
Supersonic Jet 1740 0.0305 cpa 0.0786 cpa

Propagation effects will also contribute to signal frequency shift as either an increase or a

decrease in received signal frequency. A diurnal shift of 50 jasec/hour is equivalent to a band-

width at 10 he of

BW a 0.000278 cpa (22)

Similarly, an S of 60 asec in 15 minutes requires a bandwidth of

BW u 0.001334 cps (24)
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Transmitting station frequency stability might also be considered, but with stability of at least

one part in 109 the shift is not significant compared to the shifts given above. For the total
postdetection bandwidth we can now add the contributions given above. For a supersonic jet

the bandwidth is then

Maneuver Transients 0.078600 cps

SID 0.001334 cps

Diurnal Variation 0.000278 cps

Total Bandwidth 0.080212 cps

The phase measurement made by the receiver will be the phase of the signal plus noise com-

pared to the phase of a local reference. If we assume a Gaussian distribution of the noise in the

hItegrator bandwidth (over such a narrow bandwidth this is a good assumption), error in the

phase measurement will be [28, 24]

in
a 1 n~ (25)

where c and n are the rms carrier and noise voltages. If we assume that the equivalent time

measurement has a standard deviation of 3 usec at 10 kc, then

a- Ua/W (26)

where w - 2wf and f - the radio frequency and for

a~t - 3 Asec

(27)
c- a 11.50 db
n

This is the carrier-to-noise ratio required in the effective receiver bandwidth. If the receiver

bandwidth is the value given above for a supersonic aircraft, and the noise-bandwidth relation-

ship of thermal noise is used,

c/n = 11.50 db in a bandwidth of 0.08 cps (28)

c/n = -29.47 db in a bandwidth of I kc (29)

Pierce gives a value of 75 db above 1 Mv/m as the value of 'Kansas" noise, exceeded only

5% of the time in North America. Kansas" noise is the noise in a l-kc bandwidth at 10 kc [26].

Casselman and Tibbals measured a noise of 300 ,v/m at San Diego at 12 kc in a 100-cps band-

width [37]. This is 59.5 db above 1 Mv/m In a 1-kc bandwidth. Crichlow gives a value of about

60 db above 1 pv/m at 10 kc in a 1-kc bandwidth for the median noise in a summer noise grade

of 4 between 0800-1200 hours local time [38. This Is the highest noise value CrichIow gives
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except for a few small areas of the world. The correction from Reference 21 required to give

the noise exceeded only 10% of the time is 10 db. The Crichlow noise value, exceeded only 10%

of the time, is then 70 db above 1 Miv/m in a 1-kc bandwidth at 10 kc. This value is in excellent

agreement with the measured values given by Pierce and Casselman and Tibhaie and will be

used here.

Watt and Plush give the fululwing expression tor the VLF field strength, which has been

derived from a mode of propagation model of Wait [28]. When d > 2000 km

E=K+P r - 10 lOlo 0 f(kc) - 10 logl 0 [a sin (d/a)J - a 1000 (30)

where E a vertical field strength in db above 1 Mv/m

P a radiated power in db above 1 kwr

fkc signal frequency in kc

a a radius of the earth (- 6,400 kin)

d z distance from the source in km

K = 94.8 for night paths when the height of the ionosphere is 90 km (K a 97.5 when

h = 70 km)

a = attenuation rate per 1000 km

Watt and Plush give an extrapolated value of a a 4.5 dh/1000 km for 10 kc, but on the basis of

theoretical work by Wait and experimental measurements by Taylor a better value would seem

to be [35, 39]

a a 3 drb/1000 km (31)

Using this value (a = 3) and 70 db noise in a 1-kc bandwidth, we finally find the required

radiated power for a standard deviation of time measurement of 3 gsec in a supersonic aircraft

without rate information

Pr = 8.1 kw, d = 3000 nautical miles, at =3 sec (32)

Pr - 138 kw, d 5000 nautical miles, aSt =3 sec (33)

Presently, however, the airborne OMEGA receiver designed and tested by NRL does not

have a postdetection bandwidth as wide as used in these calculations. The present receiver is

designed to use external rate information and is required to track errors only in the external

rate of up to 250 miles/hour (wind error, etc.). From information from NRL the bandwidth of

the NRL-OMEGA receiver is calculated to be about 0.013 cps, with a rise time for a step in-
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put of about 75 seconds.14 Using this bandwidth the powers iequired would be lowered by 7.9

db, or the power required for operation to 5000 nautical miles would be

P -22 kw (34)

for the present NRL-OMEGA receiver.

The stations now in use have radiated powers of 5 kw at Haiku, 2 kw at Balboa, and 250 watts

at Forestport. On a recent flight test the receiver operated satisfactorily at over 5000 miles

from the Balboa Station (40-451. Because of the impulsive, non-stationary nature of atmos-

pherics, the simplified noise analysis given here is pessimistic. Receivers using some form

of correlation detection with long integrating periods can discriminate against such noise more

effectively than against thermal noise of the same rms value. It should be noted, however, that

noise caused trouble during a hail storm. Information has not yet been published specifying the

noise environment encountered during the NRL flights. The noise environment may have been

more favorable than the noise level used in the analysis given above. Thus the above analysis

and the NRL tests indicate that an increase in transmitter powar by a factor of 8 would be re-

quired to accommodate a supersonic transport in which the receiver was not rate-aided.

4.2.3.2 Transmitter Synchronization Errors. In the present operation of the OMEGA chain,

the slave transmitters are synchronized with the signal received from the master station. If

the phase of the transmitted signal at the slave station is not in phase with the received signal

but is of a constant phase difference, it is added to the phase readings at the receivers. Since

this phase difference is constant, it can be either removed from the readings at the receiver or

removed by a phase adjustment at the slave transmitter. A random variation in the phase syn-

chronization, however, will cause a random error in the received time differences. Such an

error was labeled to in Equation 11; the standard deviation of this error is at,. Casselman,

Heritage and Tibbals report that a continuous measurement of station synchronization shows

that the phase of the signal transmitted by the slave relative to the phase of the received master

signal varies by less than I- ;tsec [271. The measurement was made with a monitor receiver

having an accuracy of at least 0.5 jsec [37). It might be assumed that I isec represents the Sa

error since this value is never exceeded. This accuracy of synchronization is evidently reliable

even with low master signal strengths. No increase in error was noted when the master station

in Hawaii radiated only 50 mw to the slave station 2270 nautical miles away at San Diego. There-

fore, it will be assumed in this system evaluation that

at 0.3,usec (35)

"14 Personal communication from A. F. Thornhill of NRL.
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If the slave station were operated from an ultrastable oscillator locked to the master trans-

missions with a 24-hour averaging period, the synchronizing error would be a function of oscil-

lator stability and frequency synchronization. Such a change has already been suggested to re-

duce the problem of diurnal variation (see Section 4.2.2.1 and References 40-45).

Pierce has shown that the standard deviation of the frequency of a clock (oscillator) set by

a VLF path across the Atlantic on 16 ke ts about 2 parts in 1011. This result was obtained

after a 24-hour-averaging-period and gives a standard deviation of time measurement of about

1.6 JAsec [26, 391. This procedure assumes a local oscillator with a frequency drift of only 1

part in 1011 for several days. The AUTOMICHRON used by Dr. Pierce approaches this require-

ment, but with questionable reliability. It appears possible to achieve this stability with ex-

cellent reliability by using several AUTOMICHRONS with their outputs automatically averaged."

Reder, Winkler, and Bickort, who are working on long-range clock synchronization for USASRDL,

have reported results from an experiment by Dr. Pierce using the 10.2-kc signal from Haiku,

Hawaii, as received at Cambridge [461. The results Dr. Pierce received were at < 3.2 gsec

over the path described. A value for at a for "24-hour-average" synchronization of

to= 4 Asec (36)

will be used in this report. The precision of Dr. Pierce's results probably does not warrant

fractional values and so the next higher integer has been chosen.

4.2.4. SUMMARY OF ACCURACY AND CONSIDERATION OF ROUTES AND SERVICE AREAS

4.2.4.1. Error Summary. The factors that contribute to random errors in the time-dtfference

measurement discussed in this report are

(a) Random propagation errors over a "quiet path"

(b) Receiver instrumentation error

(c) Slave station synchronization error

Errors that will be summarized later are

(a) Error in assumption of phase velocity

(b) Anomalous propagation

(c) Computation of diurnal shift

Random errors have been assigned these values:

(a) Propagation errors, quiet path at - 3 jsec; disturbed path at = 8.36 gsec

"Personal communication with Dr. J. A. Pierce of Cruft Laboratories, Harvard University.
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(b) Receiver instrumentation ot = 3 gsec

(c) Synchronizing, phase locked at, - 0.3 #sec; "24-hour-averaging" at, - 4 gssec

Since it is reasonable to assume that these random errors are independent, the variances (a 2

of the individual errors can be added to obtain a variance of the total error from these sources.

Tf a "phase locked" slave station is used, there are three paths involved in each time-difference

measurement, while if "24-hour-averaging" of an ultrastable oscillator is used, only two paths

are involved.

If a "phase locked" slave system is used, the standard deviation of the time difference will

then be (compare Equations 11 and 12)

OAT [3(3)2 + 32 - (0.3)2]1/2

U'AT a 6 ;Asec (38)

If a 24-hour-averaging slave system is used, the standard deviation of the time differences

will then be

-aT " [2(3)2+ (3)2+ (4)2]I/2

(39)
vAT 1 6.3 psec

Since it is reasonable to assume that future OMEGA stations will operate in the 24-hour-

averaging-mode, the result of Equation 39 will be used. However, operation In the same manmer

with an assumed disturbed path gives

"0T -[2(8.36)2 + (3)2 + (4) 211/

(40)
uAT - 12.8e sec

It might be noted that if the disturbed-path figure for at is assumed, it is advantageous to

use the 24-hour-averaging system because the total error of a phase locked system with "dis-

turbed paths" would be

aAT - 14.8 jsec (41)

A reasonable estimste of tie standard devtation of the time-difference measurement from
random-error sources is in the range < AT < 12 ISoc.

*ATa 6 - 12psec (42)
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Errors in the assumption of phase velocity might be treated as random errors if an airborne

computer were continually computing coordinates. On the other hand, if a chart to used to de-

termine position, the chart could be corrected for overland paths. Either a chart or a computer

might be corrected periodically for changes in propagation velocities as they are evaluated by

monitor receivers at strategic locations. If we assume that the value of the standard deviation

of our knowledge of phase velocity is that given by Pierce

at = 7.5 jssec (43)

then the resultant contribution to the standard deviation of the time difference in hyperbolic

system operation is

aAT- 1 / (44)

06T • 10.6 ;sec (45)

Only two paths are thus affected (master to receiver and slave to receiver) because the master-

to-slave path can be calibrated. We shall assume that the error in the time-difference meas-

urement due to the error in the assumption of the phase velocity is a random variable, although

its value would in all probability decrease with experience. The amount of land in a path is not

a serious problem, because if we use Pierce's values for phase velocity, a difference in a path

of 500 nautical miles in the amount of land would only change the path -propagation time by 1.5
'isec.

If the diurnal variation is to be computed on board the aircraft, it will require a knowledge of

time and position. The ratio between the error in the knowledge of time (T) and the resulting

error in the time difference (AT) will be the same as the slope of the diurnal shift. The example

cited earlier of a fast diurnal shift was 50 geec/bour, or,

AT/T a- 0.84 jisec/minute (46)

In computing the diurnal shift a time error of 5 minutes would then result in an error of 4.2

jAsec in the time-difference computation.

The ea'or resulting from an error in assumed position will be the algebraic sum of the

errors in each path. The error over any path will be

C DV (47)

where d = radial error in position relative to transmitter

RT u actual distance from receiver to transmitter

DV - heighit of the diurnal variation at receiver location in jsoec
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However, DV is the difference in time of propagation from night to day or

DV- RT- RT (48)
Vn Vd

where V = night velocityn
V d • ,Aytlhav vtpl"ty

RT /1 -_5

DV -U -T (49)CV V
C d

DV T /V d V.n) (50)

Combining Equations 50 and 47 gives

C d ý (Vd V\)(1

cTd .03 ec/c utC) lml (51)

Using Pierce's values for Vd and V over sea water we find that the maximum value of the

error over a single path is

- 1- 0.00383 (52)T

or

C T/d - 0.0236 uisec/nauticai mile (53)

Sometimes the errors over the master and slave paths may add, so that the maximum error
in the time difference would be

AT= 0.0472 j.sec/nauticai mile (54)

d

Therefore an error in assumed position of 100 nautical miles would result in a maximum time-

difference error of 4.72 gsec.

Present knowledge of ionospheric physics does not permit reliable prediction of SID's.

Furthermore, the experience of NRL with their airborne OMEGA receiver in flight tests has

indicated that a navigator may not recognize the occurrence of an SD If the receiver output is

not continuously recorded. Since serious S1D's affect a large portion of the service area, al-

though not necessarily to the same extent, they might be reported to the users by ground monitors

if reliable communications could be maintained. The same might be true of ionospheric shower
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effects; since such effects often last several days, it might be possible to determine corrective

measures. How successful such an approach might be is not yet evident.

4.2.4.2. Routes and Service Areas. The evaluation of position error resulting from the

time-difference errors that have been discussed depends on an evaluation of the drms error

given by Equation 10. Appendix D discusses the computation of Equation 10 over a spherical

earth and presents the results of computations for several master and slave station configurations.

The results of Appendix D will be used here to evaluate the probable drms error over regions

of Interest.

One of the primary goals, as interpreted here, is the evaluation of VLF systems, especially

hyperbolic systems, for use over routes up to 3000 nautical miles In length. The most heavily

traveled 3000-mile over-ocean route is the North Atlantic route between New York and London;

this route will be used for Illustrative purposes.

Figures 26, 27, 28, and 29 show system configurations with baseline lengths of 3000, 4000,

5000, and 5000 nautical miles and baseline angles of 1200, 1200, 900, 1200, respectively. The

contours shown on the plots are for constant values of K where

d
K . rms (55)cOAT

where c is the velocity of light. If d rm error in nautical miles is desired, and o'&T is in psec,

then

drms a 0.1618K AT (56)

K is a multiplying factor of the computed error resulting from the hyperbolic geometry. The

plots are azimuthal equidistant projections, and the distance scale is constant in a radial di-

rection from the origin or master station. The azimuth to any point can be measured at the

origin or master station. Angles measured at any other point will be in error, as will distances

measured other than radially from the master station.

The 3000-mile route from New York to London has been plotted on Figures 26, 27, and 26,

along with the boundaries of a rectangle I000 nautical miles wide centered on the route. The

lines forming the area plotted are great-circle lines on the globe. The rectangles are plotted

with the stations located at the following points.

Figure Master Station Slave Station 1 Slave Station 2

26 Thule Florida North Turkey

27 Thule Central America Eastern Libya

28 Puerto Rico Aleutian Range Turkey
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3000 Nautical Miles 1200 Baseline

K=a2.0

0 0 1.5

•K a=1.2

~K m" 1=.0

Slv K w=0.9 Slave•

p z 0.3 Master Station Nautical Miles

0 500 1000 2000 3000

FIGURE 26. d -ERROR ISOGRAM FOR A HYPERBOLIC NAVIGATION SYSTEM ON A SPHERICAL
rfis EARTH
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4000 Nautical Miles 1200 Baseline

K 2.0

K=1.2

station Station

drm

K = cA---

Master Station Nautical Miles

0 500 1000 2000 3000 4000

FIGURE 27. d rm-ERROR ISOGRAM FOR A HYPERBOLIC NAVIGATION SYSTEM ON A SPHERICAL
EARTH
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5000 Nautical Miles 900 Baseline

K a=2.0

S l v Sl veStation• • i! .• Station

p 0.3 Master Station Nautical Miles

0 500 1000 2000 3000 4000 5000

FIGURE 28. drnw-ERROR ISOGRAM FOR A HYPERBOLIC NAVIGATION SYSTEM ON A SPHERICAL
EARTH
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5000 Nautical Miles 1200 Baseline

K-1.5

Station station

d
K = r m_ .s

"CAT "

p - 0.3 Master Station Nwatical Miles

0 500 1000 2000 3000 4000 00

FIGURE 29. d -ERROR ISOGRAM FOR A HYPERBOLIC NAVIGATION SYSTEM ON A SPHERICALEARTH
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The reason for considering the 1000- by 3000-mile rectangle for the New York-London route

was to show the coverage over a sizable area of the North Atlantic; 1000 miles is the airspace

width that commercial carriers might be expected to occupy [47].

The North Atlantic rectangle is largely contained within the K a 1.0 contour by the 4000-

mile system, and within the K = 0.9 contour by the 5000-mile system. In both examples, the

stations are all at least 1000 miles from the rectangle. The minimum possible value of K would

be realized only by a system of four stations forming baselines that intersect in right angles.

At the point of intersection, 0, 0, and 02 are each 900 and

K - 0.707 (57)

The system configurations described above provide coverage over large areas with little degra-

dation in accuracy because of geometry.

Using the larger value of random propagation error given in Equation 42 and treating the

phase velocity uncertainty given in Equation 45 as a random error, we have as the total random

error in the time differences

IAT 2. 12 2 + 10.62 (58)

%T a 16 usec (59)

For the 4000-mile, 1200 system (Figure 27) we then can cover the North Atlantic routes with

an accuracy of

d - 0.1618 x 16 - 2.59 nautical miles (60)
rms

Using the 5000-mile 900 system, as shown in Figure 28, we find the error to be

d a 0.1618 x 0.9 x 16 - 2.33 nautical miles (61)
rms

It is also interesting to examine the total coverage that might be included by the K - 1 contour

on each of these plots. For this reason, the information has been plotted on a globe for each of

the selected configurations given by Figures 26, 27, 28, and 29. Photographs of the globe with

each configuration are shown in Figures 30, 31, 32, and 33.

It should be noted that 5000-mile baseline systems give coverage over a large area with

little change in the value of the d error. Figure 33 shows a 5000-mile baseline, 1200 sys-rms

tem with the master station located at Quinhagak, Alaska, and slave stations on the Galapagos

Islands and in Turkey. The coverage now is extended to West Europe, the Mediterranean area,

Central America and the Caribbean, most of the United States, all of Canada, and polar routes.
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3000 NautietI \Ilh- 120"~ Baseline

K =1.2

K 1.5

FIGURE 30. d -ERRuR ISOGRAM'FOR A HYPERBOLIC NAVIGATION SYSTEM
rms
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K = 1.5

K 09

• .• ~5000 Nautical Miles 900 Baseline •

FIGURE 32. d -ERROR ISOGRAM FOR A HYPERBOLIC NAVIGATION SYSTEM
rms
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5000 Nautic~al Miles 120') Batselinie

FIGURE 33.d -ERROR IOGRAM FORa HPROI AIAINSSE

Am
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Accuracy over the North Atlantic route is nearly as good as that provided by a short baseline

system intended to service only that area.

Because of the great coverage illustrated by Figure 33, the United States Navy is consider-

ing a global system with four to six stations located near the equator, and one as close to each

pole as possible. The earth would then be covered by eight service areas similar to that shown

in Figures 28 and 32. The North Atlantic and a large area of the Pacific might be covered with

the four stations shown in Figure 33, with one more in the Pacific.

The accuracy indicated here Is better than required for over-ocean commercial navigation.

If a drms error of six nautical miles is allowed, then from

K .(63)COAT

we obtain

drms 6OIAT W . e - 37 j•sec (63)

Uf we assume a random error of 0AT = 16, we may allow an additional random component of

additional allowable %&T - W - 33.2 jsec (64)

4.3. LANE IDENTIFICATION AND TRACKING

4.3.1. LANE IDENTIFICATION. AU phase measuring systems suffer from ambiguities

between regions over which the phase difference changes by one cycle. The rgions of ambiguity

are often called lanes, and the width of each lane LW Is

LW (65)

where X is the wavelength of the transmitted signal and 2# is the angle suboended by the slave

stations at the receiver. At 10 ke the lane width is 15,000 meters on the baseline.

Before a user can establish his position, some method must be provided for resolving the

ambiguites. The method commonly used in currently operational phase compuriso navltigton

systems is to provide a second, but lsso accurate, measure of position. The less accurate or

"coarse" information must then have either no ambiguities, or ambiguity regione of such width

that they may be resolved by dead reckoning or autiliary taviptio. aids.

The accuracy of the coarse measuresmen required to resolve the lans ambigulis reliably

has often been given as half a knewit.h The reliability of roholoa depesns, kwever, on the
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lanewidth, the accuracy and precision of both the coarse and the fine measurements, and the

decision process used. It has usually been assumed that the fine measurement is substantially

more accurate aiLd precise than the coarse measurement. Thus, the coarse measurement is

used to define the lane, and the fine measurement used to find position within the lane. In other

words, the fine reading can be considered the fractional portion of the total reading; and the

coarse reading, the integral portion.

If the integral portion of a single coarse measurement is used as the integral portion of the

final measurement, the probability that the lanes have been correctly resolved is simply the

probability that the integral part of the coarse reading is correct. If, in addition, the errors in

the coarse measurement are assumed to be normally distributed with mean 0 and standard devi-

ation % given in percent of a lanewidth, then the probability of correct lane identification is

P - -,2. [0.3989 -, (1001a] (66)

where

#(x) - I eX 2/2 (67)

&(x) f W(t) dt (68)

The probability of correct lane identification by such a scheme has been computed as a function

of a and is shown by the dashed line of Figure 34.

However, the scheme described above does not take advantage of the information contained

in the fractional part of the coarse measurement. One common method which does make use of

the entire coarse measurement is the selection of that integer which, together with the fine

measurement, would make the final result differ from the entire coarse measurement by less

than one-half lane. If the fine measurement were made by an error-free system, the lane iden-

tification would be correct whenever the coarse measurement erred by loes than one-half lane.

This requirement has been the basis for the frequent statement that the accuracy of the coarse

system must be better than one-half lane. If the fine system has errors that are normally dis-

tributed with mean 0 and a standard deviation of af given in percent of a Linewidth, then for cor-

rect lane identification the error in the coarse measurement minus the error in the fine meas-

urement must be less than one-half lanewidth, or

LW LW

<88c f



me^" of Science Od TedmoW The University of Michigan

ILL,• I1. I VI , __

t8 - -

ad

* 0 0 0 0 0 00 .0 0 PC

S-I 1C-

41kl f I
6.111

"0 0 0 0



Institute of Sciene and Technelog The University of Michigan

where 1E the error in the coarse measurement in lanes

uf = the error fine measurement in lanes

The probability of correct lane identification from a single set of measurements with this scheme

is shown in Figure 34 by the solid lines.

Also shown in Figure 34 is the line along which a = ao. To the right of this line the prob-

abilities shown by the solid lines are of little interest, because in this region the coarse system

is more accurate than the fine system and the justification for a fine system is questionable.

Equatibn 63 has shown that the accuracy requirement of a 6-nautical mile drms error might be

satisfied by oaf 37 jssec. At 10.2 kc one lanewidth is 98 jsec or of u 38%. If the coarse system

provides an accuracy of ac < 38% at 10.2 kc, again the need for the fine system is questionable.

We might restrict our attention, then, to the region to the left of a = 38% and below the line

along which ac a a If the expected value of af is 16% (see Equation 58), the maximum prob-

ability of correct lane identification from a single lane reading is 0.76. It should be noted that

in the region of interest more reliable resolution results from the first scheme described for

choosing the lane number (where no attention is given to the fractional part of the coarse meas-

urement) when af > 30%. Although both schemes have been used in the past, the difference in

reliability provided by the two is not great unless of is a small fraction of a lanewidth.

This analysis has been limited to the probability of correct lane identification with a single

measurement, under the assumption that the mean errors of both the coarse and the fine meas-

urements are 0. The probability of correct lane identification would be greatly increased if

several consecutive coarse or lane readings were averaged, provided that the correlation be-

tween the errors of the measurements was small over the averaging period.

There are two methods of making the coarse measurement. Pulse systems, such as

LORAN-A and LORAN-C, measure time difference on pulse-leading edges with no ambiguity.

Continuous-wave systems usually make a second time-difference measurement at a second but

lower frequency with larger regions of ambiguity. The pulse method is impossible at very low

frequencies. The antennas that must be used to radiate any appreciable power have such narrow

bandwidths that the pulse rise times are too long. The antenna of Navy station NBA in Balboa,

Canal Zone, is used as the master station antenna in the current OMEGA experiments and is

typical of antennas that must be used for long range propagation at VLF. It consists of six

towers, each 600 feet high, spaced to provide a flat top 1200 feet by 2400 feet. The Q of the

antenna at 18 kc is 700, and the pulse rise time is about 15 msec. Time measurements on the

envelope of pulses from such an antenna suffer from errors caused by dispersion of the propa-

gation medium and from inability to define a specific point on a slowly rising pulse. stone, St &I.,

have obtained time measurements on the NBA station with a probably error of 500 ;&on, at
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Washington, D. C. 8tone thinks that the error may eventually be reduced to 100 psec, but the

technique shows no hope of ever providing reliable lane resolution at VLF [48].

All VLF proposals have been based on the lower frequency technique. The "coarse" fre-

quencies thnt hew been tried range from 200 to 4000 cps and are obtained in the receiver as a

difference frequency. In both the original OMEGA concept and DELRAC two individual carriers

are transmitted and mixed in the receiver. In the RADUX experiments one carrier was trans-

mitted with low-frequency modulation (200 cps) and the receiver effectively oMain• the coarse

signal as the difference between the carrier and sidebande.

The multiple frequency schemes are subject to lane identfficaUon error resulting from •

phenomenon that might be called "time or phase multiplication." When two sinueoidal signals

of the form

sin (wit + e) (69)

and

sin (w2t. e) {'70)

are combined to obtain the difference frequency, the result is of the form

sin [(Wl - v,)t +, +,] (71)

Any change in the phase of one of the inputs results in an equal phase change in the difference

frequency, and differential time delay in the input signals is multipUed by the ratio of input to

•. OUtlet f•'equency

Thus, for • 10-kc system with lauewidUm of 100/•, • v•'laflon of 6/• in the relative

of the two slguals would cause a varisUon of 50/z• in the • of • l-I•-dltterouue trequucy.

The •reat sensitivity of lane resolution to dispersive propngation is the fauna Decca Navi-

gator, lad., has l•OPueed resolution in steps for the DELRAC system. In 1069 Cusolman, st ILl.,

published the results of an mqperlmsnt conducted to lnvesUIptts the two-frequmscy lane rasofutiou

capuMUUes ot OMEGA [27]. Two frequencies spaced I kc apart were transmitted from Hawaii to

San Dieso in a manner very similar to tlnt which would be used in an operational system. The

phase of the difference frequency (1 Ir•) was recorded over several S4-honr per/ode, and the

frequencies used ranpd from 10A to lSJ tc. In pneral the data indieatsd that lane resolutiou

would be possible during the daylight hours at frequencies below 14.5 kc. During bourn ot dark-
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ness, however, reliable lane resolution would not be possible at any of the frequencies used.

Apparently the error-correlation time is so long that averaging would not help much. Lane

resolution with a difference frequency of 1/3 might be possible where f in the basic frequency-

say, 10 kc. Here the "phase multiplication" problem is reduced by a factor of 2, and, even with

less correlation between the phase velocities for the two frequencies, lane resolution is likely

to be possible. On this matter both the OMEGA and the Decca people have come to the same

conclusion. It should also be pointed out that the reduction of ambiguities in steps of three re-

quires several steps before dead reckoning can make the position information completely un-

ambiguous; this technique has not been conclusively demonstrated experimentally.

4.3.2. TRACKING. The present experimental OMEGA system doea not provide lane res-

olution. Present position is only obtained through continuous tracking of "fine" position data.

The opinion of people working on the OMEGA development at NEL and NRL is that continuous

tracking is possible and, therefore, the added complexity and size of lane resolution receivers

is not worth the benefits these might provide. Their opinion, however, is based on surface ve-

hicle experience with continuous recordings of the receiver output. In an aircraft the problem

is more difficult. The NRL receiver used in recent flight tests has no lane identification capa-

bility and the NRL test report suggests the development of a two-frequency OMEGA with one

step of lane resolution [40-45). The proposed width of the second lane is about 40 miles. If

this resolution is possible, the 20-mile accuracy required to remove further ambiguities might

be possible with auxiliary navigation aids or dead reckoning. The present 10.2-kc OMEGA lane-

width is 7.9 nautical miles on the baseline; to remove ambiguities, position knowledge must be

good to about four miles on the baseline.

Any navigation system good enough to resolve the ambiguities of the present OMEGA sys-

tem (without a coupled lane Identification system) will almost meet the accuracy requirements

of this study. The use of a strip chart recorder for readout ti suggested by NRL because this

would allow correction of lane counts that have been lost. The use of the strip chart would also

permit rapid recognition of anomalous propagation (SID's) which might go unnoticed on a counter-

type display.

The use of a continuous chart record of output with manual signal evaluation may not be a

desirable operating procedure for modern air carrier operation in view of the trend to reduce

crews. If an instantaneous readout is necessary, such as that provided by a counter-type display,

or if the readings occasionally must be sent automatically over data links for air traffic contol

use, the problem of lane identification Is serious. A modern jet can fly across one OWZGJ lan

in about 41 seconds; a Mach 2 supersonic jet, In about 16 seconds. Loss of signal for 20 seconds
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or 8 seconds, respectively, might result in an improper lane count. This loss might be caused

by local atmospheric noise of extremely high amplitude or incorrect rate information during

maneuvers, if the system is rate-aided.

4.4. TRANSMITTER REQUIREMENTS

Transmitter power requirements were discussed in Section 2.3.1. With the exception of the

Forestport Station, transmitters now used for OMEGA (92 kw at Balboa and 5 kw at Haiku) were

sufficient for the NRL flight test out to at least 5000 miles, except during a hailstorm. The es-

timated requirement computed in Section 4.2.3.1 was

Pr = 22 kw (See Equation 34) (73)

Some discrepancy would be expected because of the assumptions made in the noise analysis.

If external rate information is not available, the power required to serve supersonic jets

(Mach 3) was estimated to be (Equation 33)

P = 138 kw (74)r

Although a 3000-nautical-mile-baseline system would require much less power, the benefits of

a 5000-mile system may warrant considering it.

No cost analysis of transmitting stations capable of radiating these powers at low fre-

quencies has been made for this study; the problem necessitates a fairly comprehensive design

analysis before reliable estimates can be made.

The low radiating efficiency of VLF antennas makes it economical to use a mediocre antenna

and a large transmitter (i.e., in the range of several kw to several hundred kw the transmitter

power is cheaper than antenna efficiency). Voltage effects (insulator breakdown, Corona, etc.),

which limit the amount of power that can be fed into a given antenna, also limit the possible re-

duction in antenna size and efficiency.

The NBA transmitter at Balboa consists of six towers, each 600 feet high, spmced to provide

a rectangular flat top 2400 feet long by 1200 feet wide. The maximum power radiated by this

antenna at 10.2 kc is about 2 kw. The slave station at Forestport, on the other hand, is a single

vertical 1200 feet high, limited by voltage breakdown consideration to 250 watts of radiated power.

During severe icing conditions the radiated power has to be dropped to 15 watts.

M. L. Tibbals of NEL has given an estimate for an OMI3G station of ten million dollars.

Nine million is for an antenna with a flat top supported In the center by a 110-foot t and
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supported on the edges by five towers, each 800 feet high and spaced 1500 foot from the center."

The remaining million dollars is for the transmitter. This antenna description sounds lI*@ half

of the Cutler, Maine, VLF communication station. The cost of each Cutler antenna was consider-

ably above this estimate. Dr. Pierce has suggested the use of 10-kw stations and antennas with

1500-font center towers and an umbrella supported by 500-foot towers. Dr. Pierce estimates
that the efficiency would be 10%, and that the cost would be five to eight million dollars each.

Northrup Ventura Division of Northrup Corporation has recently announced the development

of a short circular antenna called the "Directional Discontinuity Ring Radiator" (DDRR). They

have suggested using it for radiating vertically polarized energy from antennas which must be

shorter than one quarter wavelength. Upon inquiry Northrup indicated that a DDRR could be

constructed for operation at 10 kc; the antenna would be 5000 feet in diameter and 500 feet high,

and would have an efficiency of 65%." Initial cost estimates of Northrup Ventura run from

twenty to thirty-five million dollars, and this is admittedly conservative. The efficiency, how-

ever, is high. Northrup is reportedly working on an initial design and estimate for an antenna

less efficient (about 10%) at a lower cost. The results of the investigation are not yet available.

4.5. PROBLEMS OF INTRODUCTION AND USE

This section will discuss some of the problems of introducing a VLF hyperbolic navigation

system into the world of modern transoceanic air carrier operations; it will also discuss sev-

eral miscellaneous aspects of VLF systems that have not been covered above. Because of the

trend toward smaller crews in airline operations a navigation system that might require a navi-

gator or increase the crew work load would be inappropriate unless the payoff were quite high.

The present method of obtaining a VLF fix is almost identical to that of standard LORAN.

The output of the receiver is two time differences, which may be displayed on a dial, counter,

or strip recorder. The time differences are then plotted on a chart on which lines of constant

time difference have been printed. If an accuracy of 2 to 6 nautical miles is required, the navi-

gator must be able to plot with an accuracy of better than 0.030 to 0.10 latitude. Such plotting

is certainly not impossible, but it forces the navigator to use larger-scale maps than used now,

when the trend is toward small-scale maps for navigation. The correction for the diurnal shift

now has to be computed by the operator, and the strip chart may have to be inspected for lost

lanes and anomalous propagation. These procedures are nearly as complicated as present celes-

tial techniques, and are incompatible with the concept of reducing crew duties.

"lPersonal communication with M. L. Tibbals of Naval Electronics Laboratory.
"Personal communication with Stanley Boyle, Northrup Ventura Division, Northrup Cor-

poration.
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The requirement, then, it for a navigation computer capable of transforming the hyperbolic

system coordinates into some geographic coordinate system. A computer for use in conjunction

with a hyperbolic system receiver might also perform a second, almost equally important func-

tion. The NRL aircraft receiver requires externally supplied rate information with a radial

velocity error less than 250 miles per hour.

Convenient operation and rate accuracy requirements both indicate the need for deriving

the rate information automatically, particularly during maneuvers. If standard airspeed indi-

cators and heading references or doppier systems are to be used, a computer too is required.

Aircraft computers for solving these problems, particularly the coordinate conversion prob-

lem, are not yet available. Several groups have worked on the coordinate conversion problem,

but no solutions offering sufficient accuracy are yet in sight.

Attempts to analyze the reliability and maintenance aspects of projected systems have met

with only mediocre success. The MTBF of the present NRL airborne receiver is estimated to

be about 300 to 500 hours. Receiver maintenance would present no particular problems to the

airlines. A small amount of technician training might be required, but no unique problems

would be encountered. Unless computers are used for coordinate conversion and correction,

crew training would be roughly equivalent to that required for LORAN-A. Transmitting systems

should be reliable, although the Navy time-standard station NBA, which is also serving as the

OMEGA master station, is down for maintenance several days a year. Because of the high costs

and the massiveness of antennas and antenna-loading circuits, reliability by duplication seems

unlikely. One of the characteristics of massive VLF antenna systems, furthermore, is the long

time required for repair when trouble does develop.

Cost estimates are only rough. An attempt at predicting receiver costs on the basis of

comparing available commercial aviation equipment was unsuccessful because no equipment of

similar complexity and circuitry could be found. Mr. Brodgen and Mr. Thornhill of NRL esti-

mate the. cost of production model OMEGA aircraft receivers at about $5000. The Decca re-

ceiver costs about this, but contains no servo components. The currently available LORAN-C

receiver, on the other hand, contains similar servo circuitry, but is considerably more complex

and sells for about $28,000. A reasonable guess might be $8000 to $10,000 for a production

model of the airborne OMEGA receiver. This figure might be reduced, and reliability might be

increased, if the servos were replaced with solid-state devices; this changs to being investigated

for LORAN-C receivers. Nevertheless, $9000 to $10,000 might not include the cost of lane Iden-

tification circuits, and definitely would not include a computer, installation, and maintenance and

repair equipment and supplies. The total cost to the airlines per installation would be many
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times this. Transmitter stations have already been estimated at from ten to thirty million dol-

lars. If systems are planned only for smaller service areas, the cost of the stations might be

materially reduced.

A formidable problem to be faced before the adoption of a VLF navlgation system might be

the international agreement. Historically, all such endeavors have met with strong political

pressures, and adopting systems dependent upon international cooperation and participation

has been extremely slow.

4.6. SYSTEM CONFIGURATIONS OTHER THAN HYPERBOLIC-HYPERBOLIC

4.6.1. THETA-THETA SYSTEMS. Theta-theta, or azimuth, systems permit the determin-

ation of a fix by measuring the angles from the aircraft to two known locations. The Mersection

of the lines (LOP) thus defined is unique. (The second solution at the antipodal point is beyond
the range of interest here.) The angles at either the aircraft or the gound may be measured,

at either location, in two ways: the direction of arrival of a radio wave may be determined, or

interferometer techniques may be used. An example of the measurement of angle of trrival is
the loop direction finder; the Adcock direction finder, an example of the interferometer technique,

can be used with the directive antenna array at the transmitter or receiver. Examples of both

methods are the Adcock direction finder and the CONSOLAN system.

Appendix A shows that the maximum power that may be radiated from an aircraft antenna

is less than 115 x 10. watts at 40 kc. Using Equation 30 to find the field strength at 1000 vueti-

cal miles with a0 kc • 7 db/km, we find

E < -6.39 db above 1 jv/m (75)

With an atmospheric noise level of 70 db above 1 uv/m (Section 4.2.3.1), the signal-to-noise

ratio in a 1-kc bandwidth is then

S < -76.39 db (1-kc bandwidth) (76)N

At lower frequencies the antenna efficiency and voltage limited power are lower and, even

though the path loss is slightly less, the signal-to-noise ratio is lower. Signal-to-noise ratios

of this magnitude are extremely low for operation with the integration times allowable.

Long-range applications must be confined to systems with the transmitter on the proud.

Three schemes are then possible: (1) a loop-type direction finder might take bearis 4m at

least two transmitters; (2) an interferometer with spaced antennas might be used on the aircraft;

and (3) an "inverse" interferometer might be used with spaced transmitting antennas and the

measurements taken in the aircraft-this is the CONSOLE or CONSOLAN technique.
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Loop antenna direction finders, or angle-of-arrival-type equipment can be exemplified by
two modern aircraft ADF systems. They are the military ARN-59 and the commercial Collins

Radio model DF 201 ADF system. Both sets represent the state of the art in aircraft DF equip-
ment, and no major improvements in accuracy are expected in the foreseeable future. Both sets
also have an instrumental accuracy of z±o. T1,16 •aUcy is at low frequencies and does not
include propagation effects or the effects of the aircraft itself.

An error of six nautical miles in a 1000-mile range is the least stringent combination of
range and accuracy that we may consider acceptable for this study. If the line of position crossing

angles are 900 (an ideal case)

dr. (r 1212 + 2 2)7)

where rI and r 2 are the distances to the transmitters

and 09 are the standard deviations of the bearing error

If both stations are at the same range and both measurements are of the same accuracy

rI a r 2 N r (78)

and

a .0 a a o (79)

then

drms A r a. (80)

If the allowable d error at 1000 nautical miles is 6 nautical miles, thenrms

Sa " 6 .0.00424 radians (81)
Smx 1000 Ai

a max -0.2430 (86)

This angular error is much less than the error of foreseeable loop-type aircraft direction
finders.

The relation between instrumental error and bearing error in the interferometer teJmhque

can be developed from Figure 35.
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Antenna 1

Antenna 2 T
FIGURE 35. INTERFEROMETER

9. the angle between the wavefront and the plane of the antennas, and the bearing angle

a = antenna spacing

* = phase measurement between the signals from the two antennas

2-1,ft (83)

where t is the time delay in arrival at Antenna 2. Then

# 2wf n sin 0
c

X C
(84)

rnf

2 1 2n sin 9 (85)

d# - 2sn con 9 (86)
d6

The measurement of 9 is most accurate when

coo 9 -0

then

a. n2vl e (67)

If we assume a transmitter on the ground and two spaced antennas on the aircraft, the max-

imum spacing is about 140 feet (maximum dimension of a Boeing 707). If a frequency is 40 kc

X 24,590 feet (88)

n 57 X 10- 4 (89)
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Using Equation 87 and a 0.2430, we find

% u87 x 10 (90)

This is an impossible phase measurement.

If we assume that the spaced antennas are the transmitting antennas on the ground, and

that the phase measurement is made in the air (CONSOLAN operates similarly), then we can find

the separation of antenna required to provide a 6-nautical mile drms position error at a range

of 1000 nautical miles, if the phase measurement is accurate to 10 -a typical instrumental

accuracy.

o* a 2rna, (Equation 87)

a# 
= 10

n 2w 0.243 - 0.655 (91)

d a nX a 3.04 nautical miles (92)

where d is the separation of antennas required. Because of the action of cos 9 in Equation 86

and the position error caused by skewed LOP's, this distance would have to be increased by a

factor of at least 3 or 4 to provide coverage over any sizable area [231.

Such a measurement is dependent on a correlation coefficient of nearly one between the

propagation times from the two antennas. Dr. Pierce has evidence that as the separation be-

tween antennas Increases to about 3 to 5A, the correlation coefficient drops to 0.5.4 The meas-
urement of the bearinig is less accurate than indicated in the above analysis because of the lack

of the correlation; as the correlation falls off with increased antenna spacing, the degradtion

increases. The accuracy will not rise proportionally to the separation until after the correlation

is zero (at about 400). If we then increase the separation to achieve the accuracies of a hyper-

bolic system, we have, indeed, a hyperbolic system. The interferometer system is simply a short

baseline hyperbolic system.

The high accuracy of OMEGA results from the great increase in antenna spacing beyond the

point where the path correlation falls to zero.

4.6.2. RHO-RHO AND HYPERBOLIC-ELLIPTIC. Both rho-rho and hyperbolic-elliptic

systems have been proposed in the past and will undoubtedly be proposed in the future. There

"Personal communication with Dr. J. A. Pierce, Cruft Laboratory, Harvard University.
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are no systems of either type now in use at VLF. During the course of this contract we learned

that Pickard and Burns, Inc., worked on a related system, but information concerning this sys-

tem is still classified.

The two systems are discussed together because they have much in common. Both require

the measurement of absolute distance to at least one station; and both require the use of only

two stations to provide a fix.

Several possible advantages of a rho-rho system have prompted its consideration. One of

these is the saving in cost through the use of only two stations. Transforming system coordi-

nates into geographic coordinates would be somewhat simpler for rho-rho systems than for hy-

perbolic systems, becuase the equations of rho-rho LOP's are much simpler than the equations

of hyperbolic LOP's. The accuracies specified in this study, however, would require correc-

tions for the ellipticity of the earth, and this removes some of the advantage. Computers of

sufficient accuracy and range for either rho-rho or hyperbolic conversion are not now avail-

able. Since range from each station would be directly measured, rate information would be

readily available, and diurnal shift corrections could be made with less computation.

Hyperbolic-elliptic systems are similar. Here one time difference and one sum are ob-

tained. The LOP's thus established are a set of hyperbolas with the stations as foci, and a set

of ellipses with the same foci. The LOP's are then orthogonal trajectories, and all crossing

angles are right angles. Even though the time-difference loci on a spherical earth are not ac-

tually hyperbolas, the ellipses are also distorted and the LOP's still form an orthogonal family.

The relative accuracy of the two systems (rho-rho, hyperbolic-elliptic) depends largely on the

method of obtaining the time-difference information. If the time difference for a hyperbolic-

elliptic configuration it derived from two independent range measurements, one on each station,

then the d 5ms error is the same as that of a rbo-rho configuration. The two systems are, of

course, equivalent under these conditions.

The only advantage of a truly hyperbolic-elliptic system (accuracy advantage) would be im-

proved accuracy if the direct time-difference measurement were more accurate than the dif-

ference of two range measurements. This would seldom be true, however, because the local

oscillator errors would cancel Just as they do in OMEGA (see Appendix E). The measurement

techmique might be nearly identical to that used by OMEGA. There appears to be little relative

merit between the two systems except that the rho-rho coordinate system is more convenient.

The large disadvantap of rho-rbo systems in the past has been the Inability to measu

accurately the absolute ranges, which have to be measured by a phase Comparison with a local

stable oscillator. Hyperbolic systems have an accuracy advantage from geometry over rho-rho

systems. Equations 156 and 173 of Appendix B give the drms formula for the pure-hyperbolic
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and rho-rho configurations. From the plots of Appendix D, it can be seen that the constant K In

defining the d 5ms error does not change much from the minimum value of 0.8 (sin 9 a sin # 1

sin *2 a I in Equation 156) over a very large area. Over a similar area, however, sin 2#

(Equation 173) can widely vary and rapidly approach zero.

The time error of a clock (oscillator) 1T after a time T is usually expressed as

C to + RT + AT (93)

where t is the Initial "setting" error, R is the clock rate (initial frequency error or offset),o

and A is the acceleration or drift rate. The rate R and acceleration A are usually given by

R (94)f

A - -/f or Af/f (95)Day Month

In most navigation rystems the setting error to is unimportant and can be corrected by a phase

shifter if necessary. But the initial offset R is important; it must either be corrected by shifting

frequency or be measured and accounted for. The acceleration, or drift rate, has normally been

considered a random error, although the drift is usually constant over long periods of time.

The random variable arises not from the drift rate itself, but from our lack of knowledge of it.

Past attempts to use local oscillators for measuring range have been based on quartz os-

cillators with a drift rate of about I part in 109 per day. If we assume that the oscillator was

locked to the proper frequency at the beginning of a flight, the time error after a ten-hour flight

would be

CT = 7.2 usee (96)

Usually, the clock rate cannot be set any better than 1 part in 109 (and often error would then

be worse) at the beginning of a flight, and the total accumulated error would then be

CT - 7.2 gsec + 36 seec - 43.2 jsec (97)

The same type of error accrues because of errors in the station clock. Quartz oscillators

have been Improved until they now might have a stability of 2 to 5 parts in 10 . The original

setting problem Is the same, however, except that frequency standards are available with low

enough phase noise to permit 2 X 10" synchronization within a few minutes. However, the

"Personal communication with Mr. Peter Sulzer of Sulzer laboratorie, Washington, D. C.,
and Mr. Heaton, NBS, Boulder laboratories, Boulder, Colo.
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standard would have to be available at the departure point. It is conceivable that atomic stand-

ards located at each air terminal could be used for synchronization if each terminal standard

were locked to the system VLF signal on a 24-hour-averaging bauis.

In addition to the maintenance of a local "secondary frequency standard" at each terminus

are operational problems. The oscillators must operate continuously; so some standby provision

would be required. How well the oscillators can be maintained at the desired stability under the

environment changes that are likely to occur is questionable.

The most objectionable characteristic of quartz oscillators, then, is their poor accuracy,

or large value of R (Equation 93). On the other hand atomic frequency standards are now com-

mericaily available and provide a time measurement fundamentally related to a basic physical

phenomenon. The AUTOMICHRON is probably the most familiar atomic standard and has been

widely used and tested; but it is large and does not lend itself to airborne operation. Several

small rubidium standards have been manufactured with advertised accuracies (R) of 1 x 10"10

or less, and stabilities of 5 x 10" or less. Such units have a volume of only one to two cubic

feet. Their reliability is not yet as high as that of quartz oscillators, and, so far as we know,

their airborne performance has not yet been fully evaluated.

4.7. SUMMARY AND CONCLUSIONS

The object of this study has been the evaluation of VLF radio navigation systems for use as

a long range navaid (navigation aid) for civil aviation. We have evaluated the systems for an ac-

curacy requirement of less than a 6-nautical-mile rms radial error at ranges up to 3000 nauti-

cal miles. We have assumed that operational capability is desirable in all types of aircraft up

to and including Mach 3 jets and have emphasized existing systems -therefore, hyperbolic sys-

tems, such as OMEGA.

The accuracy analysis has shown that the maximum allowable radial rms error of 6 nautical

miles can be provided by a three-station configuration with station baselines of from 3000 to

5000 nautical miles in length, provided that the standard deviation of the time-difference meas-

urement is less than 37 ssec.

The evaluation of propagation data taken in the OMEGA program indicates that the time-

difference measurements may be expected to have a standard devintion of about 16 lssec. How-

ever, the data from propagation phenomena used to estimate the component of this figure were

gathered at fixed locations during times of a relatively quiet Ionosphere.

Time-difference measurement errors caused by ioncsheric disttubancee have beeo treated

as systematic errors, wa although the stadard deviation given above ifmledes iaeertalsay La
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the phase velocity at VLF, it might also be considered a systematic error; systematic errors

are likely to be constant over large areas for extended periods of time, have a definite upper

bound, and are not normally distributed.

An excellent example of an error not normally distributed is that from SID's, which cause

a maximum error in time difference of about 30 to 40 jisec, or about 5 miles, but whose exact

distribution is not yet known. The proper evaluation of errors not normally distributed and

having a definite upper bound will depend upon the manner in which the accuracy evaluation is

used. Systematic errors which are constant over large intervals of time and space should really

be considered displacements of the means of normal bivariate distributions. Answers we might

receive about the probabilities of such distributions might be quite different from those obtained

by considering the errors of the means as random errors with a standard deviation, for example,

of 1/3 of the maximum error.

Many errors that are not random (i.e., S1D's, uncertain phase velocity, diurnal variation,

magnetic storms, etc.) have a common effect on all users in a given area. If, then, the error

analysis is used to determine minimum separation standards, these errors will not reduce the

separation but merely shift the entire complex of aircraft. Although this may not create a haz-

ard enroute, it will also not solve difficulties near terminals, where accurate reference to

ground coordinates will finally be required.

Errors resulting from anomalous propagation due to a disturbed ionosphere may exceed

the 6-mile accuracy requirement. Although such errors may not occur frequently, they may

sometimes occur for several hours at a time or over an entire flight. They cannot be fully

evaluated until more propagation data become available. Particular phenomena that require

more investigation are SID's, magnetic storms, arctic and auroral propagation, meteor showers,

and east-vs-west propagation time. The present OMEGA system has position ambiguities every

8 miles, and, although a system of ambiguity resolution has been proposed for the OMEGA air-

borne receiver, the dispersive properties of VLF propagation must be more thoroughly investi-

gated before the reliability of resolution can be evaluated.

The readout of present experimental OMEGA airborne receivers is a strip chart recorder;

transformation of hyperbolic coordinates to geographic coordinates is done on charts similar to

LORAN-A charts. If the readout required in future airline operation is a real time indication

of geographic coordinates, a computer will be required for coordinate conversion. Such a suf-

ficiently accurate computer is not yet available. The present OMEGA airborne receiver requires

external rate information on the radial velocity of the receiver relative to each station. The

rate, or velocity information, must be accurate to *250 knots. Although this is aot a strinpnt
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requirement and can be furnished by standard airspeed indicators and heading references (in-
cluding wind drift), a computer would again be required to compute the radial components of

velocity and correct for diurnal variations.

The estimated cost of production models of the present OMEGA receiver is from $1000 to

$10,000. A receiver with lone idevtification, or ambiguity resolution, would cost nearly twice

this amount. The cost of a computer cannot be estimated since none have been developed, but it

might be considerably more than that of the receiver. The costs of transmitter stations have

been estimated at from ten to thirty million dollars.

Rho-rho systems have been considered briefly. Although the analysis of such systems is

somewhat inconclusive because we lack information on airborne oscillator characteristics, it

appears that the accuracy of such systems would be marginal. One attractive scheme is the use

of existing VLF transmitters. Several such stations are now operated for communication and

time standard purposes, and some of them are being frequency stabilized to a degree that meets

station synchronization requirements. The use of existing stations would greatly reduce the

cost of the system. The OMEGA program, however, has used the Navy NBA station in Balboa,

Canal Zone, in such a dual role and, as a result, has encountered many operational problems.

Although the accuracy of a VLF system will often be very good and usually better than re-

quired to meet the requirements specified here, there are times during anomalous propagation

conditions when the errors may exceed these requirements. Operational experience might re-

duce the errors, but the civil aviation community would hardly risk it. While the military might

find value in a system that is usually good and only inaccurate a small percentage of the time,

civil aviation would more likely accept mediocre accuracy if there were assurance that the er-

rors would never exceed some outside limit. Propagation research is now lacking in accuracy

and reliability. That is, we can show that the accuracy is usually very good, but we cannot

prove errors will not be occassionally excessive. Unfortunately, the propagation investigation

necessary for such proof may require a great deal of time.

Several problems make the introduction of VLF systems on an operational basis unlikely

between 1965 and 1975. Propagation research necessary to insure acceptable operation under

all states of the ionosphere, in all areas, may require several years. Solving the ambiguity

resolution problem has not b eenonclusivel demonstrated; here, again, considerable experi-

meton Is required. The problem of providbg an economical airborne computer for coordinate

conversion Is not solved and sy require a Wag time. Finally, the requirement for stations on

torw p oil will surely nrae diplm problems.
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tNERTIAL NAVIGATION TICHNNQUIS

This section presents the results of the study and analysis of inertial navigation techniques

to determine their suitability for civil aircraft navigation over the ocean. Section 5.1 defines

inertial navigation techniques and discusses the missions for which they are being considered.

It also discusses inertial systems generally-their accuracy, reliability, cost, and time of

availability.

Section 5.2 treats the accuracy requirement in detail, examines the error sources, and

analyzes how well currently available inertial systems meet these requirements. It includes

an analysis of possible uses of Inertial systems with external fix correction.

Section 5.3 considers operating and maintenance characteristics, physical characteristics,

and the compatibility of inertial platforms with commercial aircraft equipment; Sections 5.4

and 5.5, reliability and cost; and Section 5.6, the future availability of inertial systems.

5.1. INTRODUCTION

Carefully qualifying the term "inertial navigation technique" Is necessary to define and

limit the subject of this section. NAVIGATION is, of course, "the process of directing the

movements of a craft from one point to another" [49J. INERTIAL NAVIGATION Is navigation

by a dead reckoning process performed by an electromechanical system containing instruments

whichmechanize Newton's laws of motion and gravitation; these are coupledwith computing ma-

chinery which solves the equations of motion in an appropriate reference framework. Dead reck-

oning can be defined an navigation "in which position is determined from a record of distance

from a known position" [50). In general, precision inertial instruments (gyros and accelerom-

eters) provide a spatial reference framework and measure vehicle accelerations. Sensed

accelerations are integrated with respect to time to provide velocity; integration of velocity

provides distance and, hence, position. Thus, usual dead reckoning navigation information-

position, velocity, track, course and distance to destination-can be made available as a system

output. The TECHNIUES are "the methods or the details of procedures" in equipment systems

to perform a navigation function [511.

The suitability of an inertial system for any application Is determined principally by the

requirements of the mission and its operating environment. The mission under consideration

here is that of civil aircraft operating on overseas or high-altitude tranbcontinental routes.

The environment comprises the routes and operation of American International commercial

i passenger and carp air carriers; It includes all latitudes. The time period is the nar future,

with the introduction of equipment into service occurring between 1NS and 1975. Hence, the
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inertial system must provide an air navigation capability for aircraft types ranging from four-

engine, propeller-driven planes, such as the DC-6, DC-7, and Constellation, to subsonic turbo-

jets and supersonic transports. Flight distances are between 1500 and 5000 nautical miles.

Flight times are 12 hours or less; these may be either the time required for flight from de-

parture point to destination or the time between navigation position fixes derived from sources

other than the inertial navigator.

This report does not consider terminal area navigation; requirements are confined to

enroute operation. Although air navigation is necessary in three dimensions, we have assumed

that navigation in the vertical dimension is accomplished by other means and that a source of

altitude information is aboard the airplane and provides an altitude input to the inertial system.

This report does not consider inertial guidance, which implies a system performing additional

functions, such as vehicle attitude control and steering. It is limited to inertial techniques for

air navigation only. Occasionally it notes-but does not pursue-the capability of an inertial

navigation system to provide such outputs as autopilot command signals. Many aircraft instru-

ments employ inertial techniques in that they mechanize Newton's Second Law; attitude reference

instruments, such as the directional gyro and the gyro horizon, are examples. Such devices are

not considered here. Various heading-reference directional gyro systems are properly classed

as component equipment of a navigation system; these have been treated in Section 3 of this

report.

Suitability implies meeting certain requirements, primarily accuracy, reliability, and

simplicity during flight. Other requirements include restrictions on system physical character-

istics, such as size, weight, and powevr consumption; compatibility with other navigation and

aircraft equipment; and necessity for indications of degraded operation or failure. Additional

requirements relate to ground operations. Routine maintenance, checkout, and preflight opera-

tions of a navigation system must permit their orderly incorporation into existing ground opera-

tion routines. Demands for maintenance and repair facilities, spare parts, ground support

equipment, and technical personnel should meet reasonable limitations.

Equipment suitable for commercial aviation must meet various economic limitations. There

must be reasonable costs for systems, spare parts, maintenance facilities, ground equipment,

aircraft installation, and personnel, as well as for initial and operating costs. Economic evalua-

tion of inertial systems can be accomplished by comparing inertial system costs with those of

other navigation systems. This section wIll offer only cost information and estimates of inertial

systems, leaving comparisons to the reader.

Equipment must soon be available to resolve the many problems preceding reular oera-

tional usage. Unfortunately, recent classified military developments will not be deekssW and
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available for civilian use soon. Current research and development programs, mostly classified,

will result in many new improved inertial devices and systems; however, their cost may be pro-

hibitively high for civilian purposes, or their reliability and performance may not be sufficiently

established. Since reliable equipment will be needed soon, this section pays particular attention

to currently operational systems and available equipment, emphasizing inertial systems with an

appreciable usage history in manned aircraft.

This section offers neither an introduction to, nor a detailed dissertation on, the theory and

principles of operating inertial navigation systems. Current literature treating inertial systems

and components is sufficiently abundant?' Therefore, attention may be directed immediately to

the performance of inertial systems during flight.

Inertial navigation systems can be roughly classified by general application as space sys-

tems, missile systems, and terrestrial cruie systems. Since space navigation presents prob-

lems quite apart from commercial aviation, it can be dismissed from future consideration. The

navigation systems for ballistic missile guidance are designed for operation during flights dif-

fering markedly from aircraft flights. Missiles require instruments with different character-

istics and different equipment configurations. For example, accelerometers and gyros used in

missile systems must perform satisfactorily for relatively short periodi. of time (seconds or

minutes) under conditions of high vehicle thrust acceleration (e.g., 10 g's). An aircraft auto-

navigator, on the other hand, will operate under very low thrust acceleration (fractions of a g)

for extended periods of time (hours). Application and dynamic environment differences also

result in different design requirements for computers, Integrators, platform configuration, and

stabilization. During this study many types of systems were investigated and found to have

serious disadvantages when evaluated for commercial aviation requirements. This section

omits discussion of such systems (for example, strop-down systems) and treats only those

most suitable.

5.2. ACCURACY OF INERTIAL SYSTEMS

5.2.1. FLIGHT ENVIRONMENT AND ACCURACY CONSIDERATIONS. Enroute aircraft

cruise navigation on international routes must be accomplished over distances ranging from

800 to 5000 nautical miles with flight times from one to 20 hours. Over-ocean flights are pre-

dominantly planned for minimum time routes (pressure pattern flights) with Flight Information

Region clearances based on the following aircraft separation: 2000 feet vertically, 30 minutes

of time along course, and two degrees of latitude in the cross course dimension (assuming an

"*See, for example, References 52 through 59. The Introduction to Inertial Guidance by
Pitman, et al. (56], offers a current selected bibliography on inertial systems and components.
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easterly and westerly flow of traffic). Though the protected block of airspace is approximately

2 x 104 cubic nautical miles in volume for turbojet operations, it is still necessary for flight

deck navigators to maintain a position fix renewal rate of 20 to 35 minutes using celestial,

LORAN, D/F and CONSOLAN lines of position in order to insure safe, expeditious flight and

track maintenance.

Considering current navigation practices and accuracy, and future aircraft speed and traffic

densities in the North Atlantic, the Federal Aviation Agency has specified an accuracy criterion

for this inertial system study. The overall navigation process should provide "airborne know-

ledge of position with maximum radial error spread having drms values within the range from

2 nautical miles to 6 nautical miles."

5.2.2. DESCRIPTION OF A TYPICAL INERTIAL SYSTEM. Inertial systems vary widely

in method of mechanization, choice of coordinate systems, treatment of gravity vector deter-

mination, and computation-techniques. The accuracy of a specific system can be considered if

its configuration and the nature of the error sources are specified. Since there are basic sim-

ilarities, including error sources and error propagation, among systems applicable to cruise

navigation in two dimensions, approximate accuracy can be discussed. A typical hypothetical

system can be postulated as consisting of a gimballed gyrostabillzed platform mounting two

accelerometers whose sensitive axes are orthogonal and lie in a plane maintained normal to

the earth's local gravity vector. A pressure altimeter provides instrumentation in the vertical

(z) dimension. Three single-degree-,f-freedom gyros (or two 2-degree-of-freedom gyros)

and associated platform-axis servos provide angular platform stabilization about the x, y, z

Cartesian axes of the platform. The gyros are torqued to maintain the rlatform plane orienta-

tion (defined by the x and y axes) perpendicular to the local vertical. Computing machinery

performs integration of the accelerometer outputs to provide displacement (distance traveled)

information along the direction of the x and y axes. Additional computer functions provide gyro

torquing signals and various gravitational, centripetal, and Coriolis "corrections." Schuler

tuning is usually employed in such a local-level tracking system. Air navigation must be ac-

complished in a reference frame related to the earth; thus it is conducted in a rotating frame.

The accelerometers sense both thrust acceleration and gravitational acceleration. Hence, to

provide naviation information relative to the earth's surface, sensed acceleration must be

corrected for gravity and vehicle motion in inertal space related to the desired motion in the

rotating earth reference frame. Correction for gravitational, centripetal, and Coriolis aceoler-

ations must be mechanized or computationaliy treated.

L.2.3. ERROR BOURCES. Position errors arise from many sources: accelerometer

errors, errors in the spatial reference in gyros, computer errors due either to basic computer
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inaccuracy or to expedient approximations used in the computational procedure, and integrator

errors in the computer or accelerometerse-to mention a few.

The most significant errors In current cruise systems can be classified by source:

(a) Incorrect Initial position and velocity settings

(b) Initial platform level and heading misalignment

(c) Gyro drifts

(d) Accelerometer bias and scale-factor errors

This list in neither complete nor all-inclusive, but it does represent the major sources of error

common to all systems. Navigation accuracy is thus directly related to the initial conditions at

the commencement of flight and to the performance of the inertial instruments (gyros and ac-

celerometers) during flight.

5.2.4. TIME PROPAGATION OF ERRORS. The time propagation of these errors and the

resulting position-indication errors are of interest. Though errors in indicated displacement

along both x and y axes occur, we can consider a single axis (e.g., the x displacement). Indicated

y displacement errors are similar, differing only in sign in some instances. Table VIm shows

typical time propagation of these errors for one axis. The expVressions are reasonable approx-

imations for several hours of constant-velocity flight if one neglects cross coupling and other

second order effects. This discussion emphasizes the fact that inertial system error is a func-

tion of time rather than distance. Depending on system configuration, errors arising from

imperfections in components and Imperfect initial alignment are characterized by various

bounded oscillatory components with 84.4-minute Schuler periods and additional divergent terms.

Observations of the source and propagation of errors in a single channel provide some

insight into the significant problems associated with inertial navigation systems. However,

accuracy conclusions should be drawn not from single axis figures, but from resulting radial

position errors. It is convenient to relate the stated accuracy criteria given in terms of drin

error to corresponding x, y Cartesian coordinate values. In addition, a common staUstic used

in inertial literature Is the "circular probable error," CEP or CPE. Noting the relationship of

the CEP statistic to the drms statistic is useful.

If XT, YT denote the Cartesian coordinates of the true position of the aircraft, and 1r YI

denote the coordinates indicated by the inertial system, then the radial error d is given by

d. (xI~XT) -(96)
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TABLE VIIL TYPICAL SINGLE AXIS (x AXIS)*
ERROR PROPAGATION

Source Resulting Position Error

Initial Platform-Tilt Angle y (0) -y (o)R(1 - cos Wtj

Initial Platform-Heading-Angle
Error * (O) oz(O)vyt

Initial Position Error x x 0 cos Wt

Initial Velocity Error vo V sinwt

Heading-Gyro-Constant Drift e ezVyjt2 2

Level-Gyro-Constant Drift e -e RYt - 1

Accelerometer Bias B B2 •1![l - cos cwt]
(xW

Accelerometer-Scale- Factor
Error ( K v (t- - sin wt)

R earth radius
v = velocity
t = time

x, y, z subscripts denote x, y, z axes.

*After (55 and 56].

The drms erro-I (wt i mean square radial error) is by definition

drms 0 V (99)

where E(d 2) derotes the expectation of the random variable d2 .

If x and y denote the random errors In the two axes of the inertial system, then

d2 , x 2 :ý y 2  (100)

It is reasonable to assume that the errors in both the x and y channels of the inertial system

are normally distributed with means 3(x) and 3(y) equal to zero. It Is also reasonable to
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assume that the standard dev'atlons (a., oa) of the distributions are equal. Having thus assumed

that inertial position indication errors are described by a bivariate normal distribution where

E(x) - E(y) - 0 (101)

and

a - o -a (102)

and again noting the drms error requirements (2 to 6 nautical miles), we can summarize the

accuracy requirements as shown in Table IX. The relationships among the three statistics for

a circular normal distribution are

d rme (103)

CEP =Median of d = 1.1774o (104)

TABLE IX. ACCURACY CRITERIA

Desired Error Range

Statistic (n ml)Minimum Maximum

d 2 6

Ono = a 1.41 4.24x y

CEP 1.66 4.99

5.2.5. COMPUTATION OF INERTIAL POMETON ERROR. It it useful now to consider the

total position error for a given time and path of flight of a typical current velocity-damped

inertial navigation system. We have chosen a flight of one hour in an easterly direction at 200

knots. We will determine final position errors in the east coordinate (x) and the north coordinate

(y) and then combine them as before to present a resultant radial position error. A thorough and

exact analysis requires a detailed knowledge of the significant sources of error and the effect of

their individual contributions to the total position error. Such knowledge is particularly impor-

tant for the design of systems in which choice of components and necessary compensation must

be made. However, a rough analysis is sufficiently accurate to validly indicate inertial system

capabilities.

Three types of error are considered:

(a) Errors in construction

(b) Errors in mechanization an computation

(c) Errors of false information [54]
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In constructini the physical inertial system, the chief deviation from the ideal system arises

in the mechanical alignment of the components. For an xy,z coordinate system with horizontal

axes x and y, and vertical axis z parallel to the gravitational field of the earth, a typical system

would ideally provide true alignment of the following axes along the corresponding true-position

axes:

(a) Along the x axis

(1) Sensitive axis of the x-direction accelerometer

(2) Input axis of the roll gyro

(b) Along the y axis

(1) Sensitive axis of the y-lirection accelerometer

(2) Input axis of the pitch gyro

(c) Along the z axis

Input axis of the yaw gyro.

However, in the actual physical system, deviations from these true alignments produce a

principal source of error.

Errors in mechanization are attributed to the accelerometers, the gyroscopes, the position

computer, and the gyro-torque computer. In the accelerometer the significant errors are the

bias error (i.e., at zero input the output is not zero) and nonlinearity (when the scale factor is

not constant with all magnitudes of input). This scale-factor error would be most significant

during periods of high acceleration.

Errors in the output of the position computer depend on the order in which computations

are performed, on amplifier drifts, nonUnearities, approximations in computation, etc. These

errors will be grouped into an effective single component error. The gyro-torque computer

possesses errors of the same nature as the position computer. The signals produced for the

gyro torquer include errors both from inaccuracies inherent in the computer and from errors

present in the information put into the computer.

False information errors can be classified in two types. The first consists of inaccurate

information from the accelerometers and altimeter; even If the computer itself is "perfect,"

its output will be in error. The second stems from the lack of precise information about the

size and shape of the earth mad from the local anomalies in the gravitational field. Usually the

earth is regaled as an oblab spheroid, only a close approximation to the actual shape. Is

addition, te conspbw an be meclhan d to give o•ly time approzxmations in performed cal-
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An exact error analysis would be lengthy and complex. The sets ol differential equations

involved are nonlinear; hence, analysis is complicated and cumbersome. Even when coupling

terms are neglected and the equations are linearized, they are stili complex enough to require
computer solution. A less elegant error determination provides an order-of-magnitude result

that sufficiently approximates the results of actual test conditions.

Neglecting coupling terms and expressing the contributions to total channel error in terms

of the rms values of the individual error sources, we find it sufficient to compute the total-

channel rms error as foUows:

ox(i 2 +OxX +... 2n (105)

a M 2 + 2 . 21/2 (106)

In these equations a channel has n sources of error and the terms ai are the rms-error

values of the individual error sources after specified flight times; a denotes channel (x or y),

and I designates source. Independence of error sources and essentially zero means are implied.

Now the effect of an individual source of error on the total position error is apparent from

its contributions to the rms values determined from Equations 106 and 106. Determining the

rms value of each error source Is thus of prime importance in considering the contribution of

each source to the total position error. Since the errors generally vary with flight time, it is

necessary to obtain an expression for each error source in terms of time so that the rms value

of each can be computed for a specified time in a given flight. For this reason error equations

are necessary, but since only an aiproximatfon of position is necessary, the equations can be in

simple, uncoupled form, with all second-order effects neglected,

The equations are developed and treated elsewhere in the literature [eOJ. Table X smum-

rizes these results, presenting error source data and resulting north and east position rms

errors after one hour of flight. Resulting rms-positlon errors are ax a 1.04 netical miles,

v y a 1.06 nautical miles. The rms-error magnitudes indicated in Table X are typical of cur-

rent velocity-damp systems. They were based on data for the LN-2C .7stsm. The dres

error after one hour of flight is 1.485 nautical miles, and the 3(d) is 1.310 nautical miles. The

method of analysis and results given here follow those presented by Litton in Reference S0.

Remslts closely aproximate empirical test resalti. Note that these results are for a doppler-

inertial, not a pure-Inertial, system. To date, systems Intended for oavtpling over periods of

time gorter than rm or two hours have been hybr systems, ruch as donwer4srtial or

astro-inertial, rather than pure inertil ILAtton's results indicate dtt up to six hbsr of falight

the error cntUs to prpae esentialy insearly with time.
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TABLE X. TYPICAL ERROR-SOURCE SUMMARY OF A VELOCITY-DAMPED
INERTIAL SYSTEM FOR A 60-MINUTE FLIGHT EAST AT

200 KNOTS

Function to Position Error
Approximate rms Error (n mi)

Error Source Error Magnitude North East

Accelerometer 5
Bias Step 5 x 10g 0.214 0.214
Bias Drift Ramp 5 X 10-5g/hr 0.210 0.210
Nonlinearity and

Scale Factor Impulse 10-4 0.000 0.004

Level Axis Gyros
Random Drift Ramp 0.010/hr 0.742 0.742
Mass Unbalance Step 0.080/hr-g 0.018 0.018
Torquer Non-

linearity Ramp 0.0060/hr 0.443 0.443
Initial Misalignment Step 0.05 X 10-3 rad 0.436 0.436

Azimuth Gyro
Initial Misalignment 20 sec 0.020 0.000
Gyro Drift and Torquer

Nonlinearity 0.010/hr 0.030 0.000

Computer
Ellipticity Step 1.63 X 10-5 0.006 0.000
Centripetal Step 1.75 n mi/hr 0.110 0.000
Coriolis Step Negligil 0.000 0.000
Integrator Bias Step 5 X 101g 0.216 0.216
Integrator Gain Impulse 10-3 0.000 0.044

Latitude Computer 1%, 0.117 0.000

rms Error 1.05 1.04

5.2.6. CURRENT SYSTEMS. In general, drawing upon the unclassified information avail-

able, we find that the accuracy of current systems ranges from I to 3 nautical miles/hour (CEP).

Doppler inertial systems range from 1 to 2 nautical miles/hour (CEP), and pure inertial sys-

tems from 2 to 3 nautical miles/hour (CEP).

Litton's LN-3 system, which uses the Litton P-200 platform, is a proven exampl, of a pure

inertial system [61, 621. Approximately 500 P-200 platforms have been built. LN-3 tests habve

been extensive and thorough. Analysis estimates of the CEP and experimental results compare

closely. The system CEP can be realistically stated as 2 nautical miles/hour. But caution

must be exercised in extrapolating these CEP error-propagtion rates beyond two hours. Cross-

coupling errors become more significant with time; also aircraft velocity, maneuvers, and fgiht

sath variations have a greater consequence. Error-prop4ption terms proportional to time

squared become increasingly significant after two hbows. New, linear projection oa the CEP
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rates to flight times over six hours provides only an approximation. The major source of

errors in all cases is the gyro assembly. It is interesting to consider inertial capabilities in

the light of the accuracy criteria for a New York-to-London North Atlantic turbojet flight. U

the total flight time is slightly over six hours, inertial navigation time to land-based radio

navigation aids at the destination is about six hours. A 1-nautical-mile/hour (CEP) system

with optimistic linear extrapolation of this error to six hours results in a terminal drms of

7.2 nautical miles, which is slightly beyond the stated upper limit criterion of drms = 6 nautical

miles. Although this is an optimistic approximation, it indicates that high-quality inertial sys-

tems are entering the realm of competition in accuracy. A Mach 2 transport on the New York-

to- London routes will fly for approximately two hours and forty-five minutes before reaching

land-based navigation aids in the British Isles. A 1-nautical-mile/hour (CEP) system would

result in a drms error of 3.3 nautical miles. A 2-nautical-mile/hour (CEP) system, realizable

today over three-hour periods, would achieve a drms error of only 6.6 nautical miles.

An inertial navigation system provided with periodic external position-fix information

offers immediate promise of acceptable navigational accuracy. Complex hybrid systems such
t as Doppler-lnertial and Stellar-lnertial are currently employed for military applications. The

cost and complexity of these systems will in all likelihood preclude their early introduction

into commercial service. However, a simple hybrid form of an inertial system and an external

position fix system, such as LORAN-A or LORAN-C, is immediately feasible. Since Doppler-

SLORAN-A combinations are currently in service in commercial aircraft [63, 64), a discussion

of similar employment of inertial systems is in order.

For discussion purposes a very simple hybrid configuration can be postulated. The inertial

system is the primary navigation system and provides continuous present position information

in two horizontal coordinates (X, YI). The inertial system is specified only with respect to

statistical-error propagation. We assume that the system is well aligned and trimmed prior

to commencement of flight and that initial position and velocity are accurately set. No read-

justments of the inertial system are made during flight. The along-track and cross-track

inertial errors are each assumed to be normally distributed with zero means ad equal standard

deviations (a ., a yl). A nominal "1.8 nautical-mile/lour (CEPY' system will he considered

and assumed to have an error propagation characteristic described by the following quadratic

function of time;

aXi - Iu 1.1038t + 0.06'?& (107)
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Figure 36 graphically presents this error characteristic. Althong the bivariate circular nor-

mal nature of the error distribution permits ready conversion between CEP, drms, and standard

deviations, the figure shows curves indicating each parameter as a function of time for the

reader's convenience.

40------
S32-
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12---- --

2 4 6 8 10 12 1

TIME (hrs)

FIGURE 36. HYPOTHETIAL DIERTIASYTEM PORITION-
ERROR PROPAGATION

We assume that the external position-fix system has the following characteristics. System

area coverage is such that it is possible to obtain a fix at any desired time during the flight.

The drmr error throughout the service area is 3 nautical miles. For simplification we suppose

that a position fix can be obtained in Cartesian coordinates (XE, YE) where the errors in each

coordinate are normally distributed with zero means and equal standard deviations (aX=
XE

a = 2.12 nautical miles). We assume that fix-renewal periods as short as 30 minutes are

possible.

Figure 37 is a functional block diagram of the components and operations of one channel

(X) of the hybrid system. The Y channel is identical. The inertial system's present position

indication XI is continuously available. The external system provides periodic position infor-

mation XE. The corrected position XC is continuously displayed for naviption purposes. XC

Is the sum of the continuous inertial output XN and a periodically inserted constant conetiom

CX. The value of C. is zero at the time of take-ofU. When an external fix is oblained, tn

most probable position is determined by weighted combination of the inertial and aterWnl system
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Position DisplayInertial Xo =C XT + r...._X

system XC

I~

Weighing Crrection
Functions Compuatio
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Fix _jF -
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FIGURE 37. HYBRID SYSrEM BLOCK DIAGRAM

indications. The difference between the inertial indication and the weighted coordinates are ap-

plied as a correction to the display.

A priori knowledge of the inertial and external systems permits the determination of a

weighting function for use in estimating the most probable position. Srice the error distributions

for both the inertial and external systems have been postulated as being circular-normal with

zero means, the most probable position derived from simultaneous inertial and external system

position indications will be on a line between the two positions. The most probable X and Y

coordinates can be estimated independently. Hence, we need consider only one channel, the X

channel. Given an i inertial reading and a simultaneous XE external system reading, the most
A

probable X coordinate can be estimated with an appropriate maximum loliehood estimator X.

It can be shown that such an estimator is

0 2 02

X X XI X , (106)

X, XE XNI XE

A
where the maximum likelihood estimator X is a weighted coordinate XW and

xw. 0WIN + WENx
X,~,u1X1+3X3 106)
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where

XE
W1 2 2 (110)

W X +(111

and

02

and

WI +WE -1 (112)

It follows that

W 120 X2 + W20 2 (113)

Though o is time invariant, a is not. Hence, WI and WE are functions of time. Figure 38
XE X,

shows WI and WE for the two systems as functions of tlmefrom Equations 107, 110, and 111.

The operations indicated in Figure 37 are now evident. Upon obtaining an external system

fix, we can obtain the weighted coordinate XW by application of Equation 100 and weights selected

from a table or graph such as shown In Figure 38. A correction CXIs then computed using

Cx xwX - xi (114)

CX is manually inserted in the position display. The display provides a continuous readout of

XC.

Consider now the overall system position accuracy. The position error of the navigation

system must not exceed 6 nautical miles drms during flight. Figure 39 graphcally presents the

navigation accuracy achieved when external system fixes are taken at appropriate times anid

utilized in the manner described above. In order not to exceed a 6-nautical-mile drms error

with a minimum number of external fixes, It is necessary to obtain fixes and redetermine and

insert correction Cx at the times shown in Table XI. The sawtooth curve in Figure 39 shows

the hybrid system error. The minimum realizable drms error with this postulated hybrid

system is indicated by the dotted curve; to achieve this error, one must reduce all fix remnwal

Intervals to sero time (i.e., continuous external system position information must be available,

and the hybrid system mut operate "s a eaotimious process).
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TABLE XL SYSTEM ERRORS VS. TIME

Fix Fix Elapsed Inertial Hybrid*
Nos. Interval Time Error Error

(I') (hr) (drms) (drms)

0 0 0
3.21

1 3.21 6.L0 2.68W
1.43

2 4.64 9.31 2.852
1.22

3 5.87 12.45 2.913
1.10

4 6.97 15.537 2.943
1.02

5 7.99 18.590 2.958
0.96

6 8.94 21.627 2.968
0.90

7 9.85 24.667 2.974
0.86

8 10.70 27.69 2.797
0.82

9 11.52 30.705 2.981
0.78

10 12.30 33.72 2.985

*Immediately following the application of
correction Cx

The foregoing discussion admittedly suffers from oversimplification. We have chosen the

simple hybrid configuration because of similarity to current employment of LORAN-A and

doppler and ease of implementation in an aircraft for early test purposes. In addition, the con-

figuration chosen and the accompanying simplifying assumptions permit a quantitative discussion

of navigation accuracy without consideration of the detailed characteristics of the inertial and

external systems. However, it does crudely indicate that in the near future some current

inertial systems, while not satisfying stated accuracy requirements when employed independ-

ently, can be used in a simple hybrid cohfiguration to obtain the required accuracy. The iner-

tial system described by Equation 107 remains within error limitations for only 3.2 hours.

After an elapsed time of 6 hours the pure inertial error would be approximately 13 nautical

miles d rms. With three external-system fixes of $-nautical-mile-drms error, the combnation

system error at 6 hours is 2.97 nautical miles drms* A 1.8-nautical-mile/hour (CdP) inertial

system is thus utUied with an external-reference hybrid partner to achieve 0.6 nautical

mile/hour (CEP) results.
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Table xI indicates flight times for various route lengths In propeller, Jet, and Mach 2

aircraft. Associated with each route length is a weight showing the approximate relative fre-

quency of over-ocean commercial flights on routes of given lengths. Flight times are approxi-

mate, being simply the distance-speed quotient, and thus do not reflect departure, terminal

area, traffic pattern flight time, or other factors. The tab&• of flight times ti useful when used

with Figure 39 to determine the number of external fixes required during a flight over a partic-

ular route In various aircraft. The table of flight times is roughly partitioned according to the

number of fixes required. Turbojet transatlantic crossings require about 6 to 9 hours of flight.

Of this period, about 3 hours are spent "over ocean" between 100 W and 500 W. During the

remaining flight time the aircraft is usually close to domestic navigation aids. Thus we a*

, hat the inertial system must be used for about 4 1/2 to 7 1/2 hours, after which domestic aids

on the destination continent become available. If the hypothetical hybrid system were employed

and a navigation error of less than 6 nauntical miles drme were maintained, crossing the North

Atlantic would require two to four fixes.

More sophisticated hybrid configurations are possible. The hypothetical system discussed

here Is by no means an optimum system. It neither uses pat-position information nor extrap-

olates inertial performances to the future. Hybrids are potentially more accurate and reliable.

For example, should one of the component systems fail, the other system would all provide a

capability to navigate to destination or to an alternate airport at reduced accuracy. In a hybrid

configuration improved operation of the inertial system by Inflight correction and adjustment of

platform electronics Is obvious. In general, hybrid systems offer immediate advantages: in-

creased navigation system accuracy, reliability, and more efficient and safe flight operations.

TABLE 3M. FLIGHT TIMES

NOTE: Fix Requirements Are Shown by Grouped Cells.

DISTANCE % OF TOTAL PROPELLER TURBOPIROP TURBOJET MACH 2
(n mi) FLIGHTS 245 knots 320 knots 485 knots 1146 knots

Bo8o 10 3.26hr 2.5 hr 1.64 hr 0.69 hr

120044.737 .610

1700 1o 6.94 6.21 3.5
2200 32 8.9 " 4.54

3000 40 12.25 9.38 1 .1, L

3400 4 1 o.8 10.e 3 7 t $.9 N

4 or more fixes I to 3 ftx I ft Nofthoes
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5.3. OTHER CHARACTERISTICS OF INERTIAL SYSTEMS

The preceding section has indicated that current inertial systems are accurate enough for

transatlantic flights of supersonic aircraft without external fix correction, but that they require

external fix correction for subsonic aircraft. In any case, inertial systems are competitive with

other self-contained navigation systems even for slower aircraft. It is apparent that choice of

an inertial navigaUon aystem must also rest upon factors other than accuracy-for example,

operational convenience, reliability, cost, and maintenance requirements. In the following dis-

cussion we will consider a number of these factors.

5.3.1. PHYSICAL CHARACTERISTICS. Current inertial systems, intended for use in

manned aircraft, have similar weight, size, and power requirement characteristics. These are

about 90 pounds, 2 cubic feet, and 500 watts. The systems consist usually of four or five units.

Platforms weigh about 30 to 50 pounds and occupy 0.8 to 1 cubic foot of space. Other units-

computer, electronics, and controls -are also lightweight and small. Modular design is used,

and the systems are well adapted for black box or module replacement flight-line repair. As

previously stated, inertial systems pose no unique installation problems and require only rea-

sonable placement for maiitenance and checkout purposes. While small weight and size have

always been required of airborne equipment, in modern commercial aircraft size is the pre-

dominant limitation. Two recently developed inertial systems are as small as I and 1.37 cubic

feet. Hence, should inertial systems prove desirable because of navigation capabilities, physical

characteristics will not prohibit their use.

5.3.2. OPERATIONAL SIMPLICITY. The simplicity ol an inertial system is one of its

more attractive characteristics. Navigation information can be displayed in the cockpit in a

variety of forms: continuous bearing and range information to selected positions, distance to

go and distance off intended track, or present position information. Display instruments tas

commonly serve the inertial system and other navigation devices, such as VQR, TACAN, and

ADF, are available. Resetting the inertial indication of present position can be drwn by a Sep-

arately determined position fix. Adjunct equipment can automatically compute and display wind

vectors during inertial operation. A capability to insert wind vector information can be included;

this feature would be advantageous If it were desired to use the computer and magnetc bhading

data from the aircraft compass system for emergency dead reclmaing daring "plaffare failure."

The flight-operating controls of an inertial system are few and simple, demending Uttle

than setting the selection switch for mode of operation and setting tSe coordliniot p0ut s do

flight lag terminal. The system can be coupied to the autopilo, frthr r*ectg de m Lase

the crew. Likewise, a few iple controls c•a be provid to mee the supdfitt. -411416eW
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by any particular navigation procedure. Thus, no crew-training problem wili result from the
introduction of inertial systems and no operational complexity will be encountered in the cockpit.

5.3.3. COMPATIBILITY. Because it is self-contained, passive, and nonradiating, a pure
inertial system will not interfere with other radio or electronic equipment on board. Nor will
it require structural changes to the airframe to e.commodate an antenna. Installation must be
planned carefully to facilitate preflight checks and ground maintenance. It is important to con-
sider air cooling to insure uninterrupted operation for the prime power source. In general,
the inertial system presents no special installation problems and has no operating characteris-
tics that would conflict with the operation of other equipment.

5.3.4. GROUND OPERATIONS. Although accuracy, reliability, and cost will be the main
determiners of the suitability of inertial systems for commercial aircraft, we must also consider
navigation, maintenance, repair, and routine ground operations. Therefore, routine preflight
operations, periodic maintenance, and base repair and maintenance have been investigated.

5.3.4.1. Routine Preflight Operations. Information on sewiral available inertial systems
has shown that preflight procedures and ground support equipment are similar. Two preflight

operations are especially important. First, the operating condition of the system must be
determined through some checkout procedure. Second, the system must be accurately aligned
and leveled with exact initial position settings to achieve accurate navigation during flight.

Table Vm indicated the significant error sources. Four of these sources-initial platform
tilt and heading, and initial position and velocity-obviously arise from ground operations. In
commercial operation two of these error sources pose little or no problem: initial position
at the airport gate can be accurately ioown, and the initial velocity is zero. Leveling the plat-
form and aligning it in azimuth must be precise. Gyros and accelerometers must be properly
biased; this is usually accomplished automatically during the level-and-alignment sequence

and/or during base maintenance.

5.3.4.2. Flight Line Maintenance. Flight line maintenance includes routine upkeep, periodic
and special inspections, replacement at components and accessories, and the daily preparation

of aircraft for flight, including preflight and postflight inspections and corrections for minor
discrepancies or troubles. This maintenance level uses portable test equipment capable of
localizing system malfunction to one df the main units of the system, which may then be replaced
on the spot. The tests are usually performed with the inertial system Installed in the aircraft
and can be executed by an operator in about eight minutes. It must be noted that this portable
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test equipment is incapable of testing the inertial system for marginal conditions of operation.

However, the combination of "go or no-go" seif-test circuitry within the inertial system and the

portable line test analyzer does provide a good capability for system checkout and isolates faults

to replaceable units or modules.

5.3.4.3. Periodic Maintenance. Periodic maintenance requires more elaborate equipment

to test all units of the inertial system. Malfunctions can be localized to a defective module or

removable subassembly, and the necessary replacement can be made from spares. Also, at this

level the inertial platform is periodically calibrated. This calibration is an electrical adjust-

ment of the gyro-null errors which takes a skilled operator about 15 minutes. Experience to

date has shown that each operational platform employing ball-spin-bearing gyros should be

calibrated monthly to maintain specified system accuracy unless the system provides for auto-

matic gyro biasing as part of its alignment procedure. However, the development of the gas-

spin-bearing gyro, which features an extremely long operating life, lower drift rate, and im-

proved stability, may eliminate the need for such frequent calibration or gyro biasing. A

semiannual calibration may be sufficient.

The checkout and functional testing of platforms during periodic maintenance requires

special facilities and skilled personnel. The platform components should not be repaired at

this maintenance level since disassembly, repair, and reassembly of the mechanical and electro-

mechanical components should be undertaken only by technicians skilled in instrument repair

and testing, and in an ultrac'lean environment. Replacement of some platform components is

occasionally possible, but general platform repair is not advisable. Units other than the plat-

form are most easily repaired by module replacement with actual repair work confined to base

operations. However, functional testing of the platform can be done only with special and expen-

sive test equipment. It requires, in addition to a functional test console, a tilt table which will

permit rotation of the platform through 3600 in pitch or roll.

Associated test equipment must include the electronics necessary to control the platform,

as well as a torque bias panel and sufficient isolation amplifiers and dummy loads to simulate

the remainder of the equipment; it also must provide for the necessary Instrumentation of the

platform outputs. It should be noted that functional tests of the platform will require accurate

reference information at the test site. In particular an azimuth reference to true north should

be provided to an accuracy of 0.050. In addition, a level reference to at least the same accuracy

is desirable; this can be provided on the test fixture by the use of bubble levels and leveling

screws.
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5.3.4.4. Base Maintenance. Ban maintenance, repair, and testing of inertial systems and

components are expensive and complex. Highly skilled engineers and technicians are required

to perform exacting and time-consuming operations. The facility must be specially constructed

to meet cleanliness and vibration isolation requirements. Although repairing and testing system

units, modules, subassemblies, etc., and testing the platform and complete system present dif-

ficult technical problems, servicing and calibrating the gyros and accelerometers are most

difficult. Striving toward high accuracy and reliability has resulted in the development of

miniature precision components, which have become increasingly sensitive to contamination

and have made contamination control more difficult. Gyros and accelerometers must be re-

paired in white rooms to prevent contamination by dirt.

A white room requires many special kinds of equipment to closely control air temperature,

relative humidity, pressure, and-most difficult -particle content, which must be measured

manually (which Is time consuming) or photometrically (which is costly). It often takes shrewd

detection work to find the source of contamination.

The design of white rooms is expected to improve in the near future as the requirements

for operating them become stricter with the trend towards subnxnilaturization of precision

componcnts. Portable or prefabricated white rooms have been considered for temporary re-

quirements in field repair depots, for example. These are economical and can be used for a

specific task, dismounted, moved to a new location, reassembled, cleaned, and put back into

operation for much less than the cost of constructing and operating a permanent white room.

Base maintenance support will be a major problem of the commercial carrier adopting In-

ertial systems. The carrier could acquire facilities and a staff to support systems at this main-

tenance level; or several airlines could support common facilities. Another alternative, one

that should notbe lightly dismissed, would be to contract all base maintenance work to the manu-

facturer.

5.3.4.5. Alignment. Aligning an inertial platform consists of leveling the platform and

establishing an azimuth reference (usually true north). This procedure is controlled by a con-

trol unit usually mounted on the dash penel; It consists of one or more control switches, warning

lights, and a display panel that shows the position and attitude of the aircraft.

Stationary ground alignment procedures are normally followed; however, some inertial

systems also provide for in-flight alignment. In the normal mode, alignment procedures a

preceded by a warm-up period ranging from 9 to 30 minutes in order to bring the system com-
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ponents up to their optimum operating temperatures. Some systems permit fast alignment-

that is, alignment initiated from a cold start-which will be discussed later.

Obviously, leveling and aligning will dictate certain procedures and impose certain require-

ments on handling the aircraft on the airport at the gate. However, these restrictions should

not prove insurmountable. During leveling and aligning it Is quite likely that the aircraft will

not be perfectly motionless. Loading operations and wind buffeting will cause aircraft motion,

but this should not hinder inertial start up. The gyrocompass alignment methods appear espe-

cially adaptable to commercial operations since they eliminate the need for external equipment

such as that required for optical alignment. Fueling and other operations requiring power shut-

down will have to be coordinated with inertial power continuity requirements.

5.3.4.5.1. Normal Alignment. Most inertial guidance systems feature both automatic

and semiautomatic modes for alignment. Regardless of which mode is selected, the alignment

Is usually executed in two separate steps: (1) coarse level and azimuth alignment, followed by

(2) fine level and azimuth alignment. In coarse level and azimuth alignment, the platform is

leveled from within *50 to within *20 g of level and aligned from within *10 to within

*15 ii•i'i of true north. The time required for this mode of alignment ranges from lOsecoads

to 1.5 minutes.

In fine level and azimuth alignment the platform is leveled from within *20 g to

within *10 s of level and aligned from within *4.2 m to within *5 g of true

north. The time required ranges from 2 to 25 minutes. The spreads in alignment accuracy and

time can be attributed to the particular systems and to the methods used to align them (e.g.,

gyro and accelerometer biasing In required In the alignment of some systems, while gyro bius-

ing, for example, is not required as often for those systems which employ air-bearing gyros

and is, therefore, not part of their normal alignment).

The following it a partial list of methods that may be used to coarse-level an Inertial

platform.

(a) Servo the platform to a level position, utilizing the pitch and roil synchro infor-

mation.

(b) Mount vertical pendulums on the platform and use their erection signals to torque

the platform to a level positlio.

(c) Use one or two theodolites in conjunction with computer control to level the

platform.
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A corresponding list for coarse-auimuth alignment is:

(a) Servo the azimuth axis of the platform to the output of the aircraft magnetic

compass, corrected for magnetic variation.

(b) Store the known heading in the platform computer for a known position of the

aircraft.

(c) Aim the aircraft along a line of known azimuth and then manually set the azimuth

indicator to this value, which in conjunction with the computer and azimuth servo

loop will slew the platform to this azimuth.

(d) Use a theodolite In conjunction with platform-mounted alignment mirrors to do-

termine the angle at which the azimuth Indicator should be set.

(e) Employ rapid gyrocompassing techniques (i.e., start the azimuth alignmet process

before the platform has been brought to optimum operating temperature or before

it has been in the fine-level mode).

Some methods for accomplishing fine-level and azimuth alignment of an inertial plat-

form are:

(a) Use the signals from the level4ais accelerometers to torque the platform (e.g.,

the accelerometer signals are null when the platform is normal to the local gravity

vector).

(b) Use two theodolites (equipped with Gauss eyepieces) and plafform-momted

alignment mirrors in conjunction with computer control to level the platform

optically.

(c) Slave the platform-asimuth servo to an external highly accurate north-seeking

gyro.

(d) Store the aircraft heading in the systems computer after it has bee determined

to the desired accuracy for a known position of the aircraft.

The optical alignment method utilising two theodolites probably provides the most acmu-

rate alignment and may even require the lust time, provided that the time spent setting

up the optical equipment ts not counted. However, its dlsadvasteges are that it is not fully

automatic and requires additional optical equipment and personnel. Furthermore, the increased
accuracy obtained may not be worthwhite when the normal alignment mode Is used; but It to wel

worthwhile for the fast alignment mode. This point is illustrated in Figures 40 and 41, whW%

are adopted from information in the General Electric Basir 13 ,ertial Refernee Systel,

Manual [61).
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FIGURE 40. NAVIGATION ERROR NORMAL AUGN-
MENT AND ERECTION

14 1 1 1 1yrocompassun to 15 min
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10

15 min Azimuth, 50 sec
S6- Level (in additional 5 to 10i min time)
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/J Full Time Erection 4.2 min
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FIGURE 41. NAVIGATION ERROR FABT 'SCRAMBLE" ERECTION AND ALIGNMENT

5.3.4.5.2. Fast AlignmenL Several methods for fat alignment of inertial plauorm

have been developed for military aircraft that have to talkooff under scramble conditions. The

method employed by Litton Industries for its LN-$ series of Inertial platforms Is that of 4reed

heading. Here the aircraft that is on alert status to aligned in a given postiM, and then dhe

power to the system is turned off. As long as the aircraft is nat moved from this posttion the
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platform will immediately align itself to the remembered heading after 1.5 minutes required

for the gyro to come up to speed. The LN-3 system will maintain nest-operati•g temperature

for several hours after power has been turned off, so that the system can be aligned in 1.5

mitnuts even thorgh the aircraft has been on the ground without power for up to dhe hours.

General Electric's Banir 11 Inertial Reference System, mentioned earlier, employs three

single-dogree-of-freedom gyros that are trimmed during normal alignment procedare;

hence, this system requires between 37 to 45 minutes for normal platform alignment. For

comparison, Its fast alignment mode, which omits the gyrobiasing procedure, requires 0 minutes

of time, during which the platform is leveled to *5 - nd am Aligned to *1i 5 in aimuth.

Astro-epace Laboratories has proposed a pure inertial guidance system called the NAV-
100 [66). It uses air-bearing pendulums to establish the local vertical and attains asimuth
alignment by slaving the NAV-100 system to an accurate north-seeking gyro unit. This could

provide for fast alignment If one vould not count the time spent by the north-seeking gyro in

establishing the aztmuth reference.

5.3.4.5.3. In-Flight Alignment. Because of the additional errors and noise, one should

not expect the accuracy of an inertial guidance system aligned in flight to be as good as that

obtained by normal alignment on the ground. Therefore, in-flight alignment is used primarily

In emergencies as a safety factor for the navigation system.

An external source of horizontal velocity information is required for the alignment of

and inertial planorm in flight; the accuracy of the erection and alignment depends on the accuracy

and noise level of the external velocity source, and on the time available. Possible sources of

velocity inputs are air speed data, doppler radar velocity information, and velcity from another

navigation system

The method generally used for in-flight alignment is to erect the inertial platform as

a first-order system, using the accelerometers to torque the gyros directly, and then slae the

platform to the magnet compass to obtain azimuth aligment. This method of erection and

alignaoent Is satisfactory for attitude and information, but is unstisfactry for supplying

velocity and position information.

More accurate erection ad algpment can be obtained by utillsain an etesnal source

of velocity Information, which permits aiping the plafrm In a gyrocompasef mode Is f t
and erecting it in a damped second- or third-order mode. Owe aligned and etented, te Asyatem
can be switched back to its normal mode of operatio. A typial aligumet aco cy wit thi

method ts around 10 -=Qý.
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5.3.5. SAFETY FEATURES. Certain failure-indication features are included in the design

of most inertial systems. Built-in test circuitry and flight-line test equipment are used before

flight to determine if the system is operating properly. In flight, seli-check circuitry Is used

to monitor power supply voltages and frequency, and gyro- and aceinromoter-error sigals.

If these signals are within preset bounds, normal system operation to likely. Deviations beyond
limits indicate a malunction and activate suitable visual and/or audio signals in the cockpit.

Thus an inertial system can indicate some failures and emergency modes of navigation can then

be used. But, the absence of a failure warning does not insure that safe navigation Is being ac-

complished; other failures can occur without being indicated. Marginal-beading gyro operation,

for example, can result in a serious departure from course with no malfunction indicated. While

the inertial system will indicate some catastrophic failures, it will not ordinarily indicate de-

.graded operation and thus is not a failafe navigation system. Additional independent navigation

or position information will have to be available on the flight deck to permit the crew to monitor

the inertial system for safe operation.

In the event of failure an emergency navigation capability ts a necessity. A dual inertial

system might be considered. However, this requires a flag indication to Identify the defective

unit when one unit fails. If a unit failure is evidenced only by a difference in position readings, and

either indicated position could conceivably be correct, then the crew must decide which unit ts

correct (a chance decision) or refer to a third and perhaps different system to resolve the

question. In the case of the chance decision in choosing the correctly operating unit in the dual

system, the a priori probability of incorrect navigation is the same for the dual system as for

a single system. Hence, in this instance dual equipment offers no safety advantage.

Hybrid systems based on dissimilar phenomena offer obvious advantages. In the case of

LORAN-A and doppler the crew abides by a rule of thumb that dictates additional LORAN-A

fixes and doppler system checks when a LORAN position differs from the Doppler by more than

approximately 15 nautical miles. An inertial system and ground reference system hybrid offers

similar capabilities.

Consider the simple hypothetical hybrid described and discussed in Section 5.9. Major

malfunctions are detected by observing system operation indicators. More einstre to marginal

system operation or an operator's blunder. However, the nature of the hybrid configuration

permits certain checks that can significantly Increase the detection of Inaccurate hybrid system

operation or blunders. The simple hybrid system serves as a convealest eoample.

Consider the simultaneous position Indications of the Inertial system and the external

system. In Figure 42 PI is the position Indicated by the Inertial system (coordinats X1, Y1),
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+ P

k~~l(XT.YT)

P
(XE, YE)

FIGURE 42. HYBRID SYSTEM POSITION INDICATED
GEOMETRY

and PE Is the simultaneous indication ol the ejermd system (coordinate XE, YE). Bonn PT

is the true position of the aircraft (coordinates XT, YT). The distributions of position indications

of both the Inertial system and eaternal system are assumed to be circular normal. X, is

"N(XT, a x), Y, is 3 ( TT vy,)$ and aX. Y-1  Or XE t N(XT, axE), X t -iN(YT, a Y and

aXE Y aF,

Consider now the distance D between the indicated Inertial system position and the indicated

external system position. In the operating system this quantity could be computed automaticafly

or could easily be determined by the crew using graphical or mathematical methods.

+2 211/2

D - [xd2 + Ydj (115)

where

"d"(X - XT) - (XE - XT) -X- (X16)

and

Yd (Yl " YT) (YE - YT) -YI (117)

We note that

Xa xT (0,1) "T a 0,Y

Xx- XT• TS z0 11 y to N(0, 1)

0XI TIX.~XT TN-T1
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and that the variances and expectations of xd and yd are given by

V(x)ao 2 2 (118)

V(Yd) = I YE 2 (119)

E(xd) = E(yd) = 0 (120)

Let

2 2
52. Xd Yd X 2 2 X2 2 (121)

X1  XE a YE

Shas a chi square distribution with two degrees of freedom. It is obvious that

2 2 2 2i Xd +Yd .Xd +yd

0I2 + o2 o2 (122)

where

2 a12 + E2  (123)

and that

a 2i52 - D2 (124)

or

D AoD (125)

The foregoing indicates that knowledge of the statistical nature of the errors in the inertial and

external systems (bivartate circular-normal distributions with known means and standard devt-

ations) results In the availabtlity of statistical information concerning the distribution of D. Thus

the probability a of D exceeding certain values a - can be determined.

Pr 1 >2 } Pr{ 2 > Pr{VD > } -a (126)

132



Institute of Science and Technology The University of Michigan

From X 22 tables we obtain the following values for a and e.

a E

0.001 13.815 3.717 a

0.01 9.210 3.035 a

0.05 5.991 2.448 a

0.10 4.605 2.146a

0.368 2.0 1.414 a

0.5 1.41 1.187a

Selecting a (for example a = 0.05) and using Equation 107 or Figure 36 and Equation 123, we can

construct the graph shown in Figure 43. The probability of obtaining a distance D for a corre-

sponding time t so that the point tD falls in the shaded area Is less than or equal to 0.05, Vf both

systems are operating properly. Figure 43 thus can serve as a graphical rule ot thumb to reach

a decision as to whether the systems are functioning correctly or not. Other values for a could

be used. Additional curves in Figure 43 indicate the expected value of D and the median of D as

a function of time.
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FIGURE 43. PERFORMANCE COMPARISON CHART

Consider inertial and external position indications obtained after 3.21 hours of flight. At

this time the expected value of D Is about 6 nautical miles, and the median of D is about 5 miles.

The probabUlty that D will be less than 5 miles is 1/2 the probability that D will be greater than

5 miles. There is one chance in twenty that D will be greater than about 12.5 miles. If D were

found to be 16 miles, for example, the navigation system operator would take corrective action:
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obtain additional fixes, check computations and the operation of both systems, and perhaps ad-

vise air traffic control of unsafe navigation. The penalty for concluding system failure when

operation is normal is additional crew work. At a = 0.05 this can be expected to occur once in

twenty fixes. Of course the gain in safe operation due to detecting actual malfhinctions depends

on other considerations, such as traffic situations, and alternative navigation and fixing tech-

niques available.

5.4. RELIABILITY

In reliability inertial techniques offer no distinct advantage or disadvantage over other self-

contained navigation systems. The principal sources of failure are the electronic components

and computers. Manufacturers' claims that pure inertial navigation system MTBF's (Mean

Time Between Failures) of 250 hours seem reasonable and representative of the current state

of the art. As early as 1960 platforms averaged over 550 hours between failures (e.g., 13

failures in 7300 hours). Since then, platform reliability has been, and continues to be, improved.

The reliability of other components -amplifiers, power supplies, and control equipment-tis

similar and shares a common state of the art with other electronic equipment presently aboard

commercial transports. Inertial system computers likewise compare with computers integral

to other self-contained navigation systems and aids, such as doppler, radar, and star trackers.

The probability of "successful flights"on North Atlantic crossings for inertial systems is

an interesting question. Here "successful" means without dependence on an auxiliary or backup

navigation system. The available information on the failure behavior of inertial systems under

certain oprrating conditions is in the form of MTBF, which is computed as total hours of use

divided by the number of failures. As previously stated, a conservative value for this statistic

is 250 hours. These operational data may comprise a mixture of failure data (e.g., time to first

failure, time from first to second failure, etc.)

It seems reasonable to analyze the probelm in the following manner. Consider n equipments

which commence operation at time t - 0. At time t w T, the MTBF m nT/f, where f - number of

failures. There may be a little ambiguity about when the MTBF should be computed; but ap-

parently it is desirable to compute the MTBF at the time of a failure, not between failures. It

appears reasonable to consider that the probability of failure in a small time interval At may

follow the Poisson Law; that Is, P(z - number of failures in At) - eA'AX/x! where A a gAt (O =

mean-failure rate per unit time). It can then be shown that the length of times between failures

follows the exposeetial distribution. Let ti be the length of timebetweenoccurrence of the t-i

and I failures. Thus, we may write for f(t) the expoential distribution f(t) =0 "oe. Accept-
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ing this form, we find the expected value of t to be E(t) = 9. Also, V(t) = E(t-8)2 = 2; so o(t) u

0. The distribution is easily integrated; the probability of failure before time t* is

P(t*) = 1 - e0t*/8 (127)

Now 8 is the parameter, described above as the MTBF. In other situations 9 may be called

the Mean Time Before Failure, so careful labeling for a specific problem is required. Tables

of the exponential function may be used to evaluate desired probabilities. The distribution also
may be related to the chi square distribution with 2 degrees of freedom. Hence, after suitable

transformation, the tables of the X 2 distribution also may be used to evaluate desired proba-
bilities. It should be recognized that a reasonably good empirical distribution for t would be

preferable.

Assuming that a North Atlantic crossing requires 6 hours of inertial operation and using

the crude datum given as 0 = MTBF = 250 hours, we may determine the probability of a single

successful flight as

P e-t*/8 . e"-6/250 = 0.979

For an airline flying 20 crossings per day (e.g., 10 round tripe) the probability of a successful

day's operation (no failures) is (0.979) 20, 0.655. It is doubtful that this figure is acceptable.

With a dual system installation in a single aircraft where each unit has an MTBF of 250
2hours, the probability that neither unit fails during a 6-hour flight is (0.979) , 0.958 (we as-

2sume that the two units are independent). The probability of both units failing in (1 - 0.979) -

0.00044. The remaining case is that in which only one of the units fails. The probability of this

occurring is (1 - 0.958 - 0.00044) = 0.0417. This was discussed In Section 5.3.5. If there is no

way to determine which unit is faulty, then a chance decision must select a unit for confinued

navigational use (the probability of selecting the correct unit is 1/2). Thus the probability of

successful flight ts the probability that neither unit fails plus 1/2 the probability that exactly one

unit fails: 0.958+ 0.0417/2 - 0.979; this to the same probability of success as that for a single

unit system.

For reliability, then, inertial systems compare favorably with dopplsr navigation systems.

laplcate equipment seems to be mandatory for commercial operation, and some external refer-

ence system will certainly be desirable.
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5.5. ECONOMIC CONSIDERATIONS

Initial and operating costs connected with inertial systems are quite high. An inertial

system might permit a reduction in flight crew by assigning the present functions of the special-

ist navigator to another crew member (e.g., the copilot), who would rely mainly on the inertial

system; crew wages would thus be reduced. But it is evident that other operating costs would

be increased, and it is possible that no real financial advantage would be realized.

At present, estimates of the cost of an inertial system, made by knowledgeable individuals

in government laboratories and industry, range from $40,000 to $225,000. Conceivably, a rule

of thumb for estimating inertial costs is to consider the initial cost (including installation in air-

craft and procurement of support equipment and spares) as approximately three times that of

currently flying doppler units. Dual doppler installations cost TWA approximately $150,000 per

aircraft (cost of the dual doppler equipment alone is approximately $25,000). At present it Is

possible to procure a complete inertial system (platform, electronics, computer, and control

and display units) for approximately $110,000. Since price depends on the quantity of units

ordered, some cost reduction should be possible. The typical "$100,000 system" would be a

1.5- to 2-nautical-mile/hour (CEP) system weighing approximately 100 pounds and measuring

about 2 cubic feet.

Developing and producing systems solely for commercial applications is almost prohibitive.

In presenting the cost estimation above, we have assumed that the system is the product of a

military research and development program, is in quantity production for military procurement,

and that programs for testing, evaluating, and improving the system have been completed. The

commercial procurement would thus involve only the production of additional copies, perhaps

with slight modifications for commercial use.

Spare parts would be proportionately expensive. Gyros cost approximately $8000 and

accelerometers range from $3000 to $8000. At the level of base maintenance repair, equipment

required to testand calibrate these parts would cost more than $100,000. Test consoles and

associated checkout equipment for work at both periodic maintenance and base maintenance

levels are exceedingly expensive. Flight line checkout equipment can be as costly as $50,000

per unit, depending upon the system in use and the quantity required.

Because of the highly skilled professional and technical personnel and the time-consuming

nature of the work, high initial costs for maintenance and repair would be accompanied by high

operating costs. Operating a white room is naturally more costly than operating a normal

assembly or test line. Thus it is pertinent to point out some typical cost figures and to consider

whether or not a white room can pay for itself. Exact costs for specific types of white rooms

are not available, but ranges may be pointed out.
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Construction of the bare room, with air treatment and utility lines supplied, will vary be-

tween $30 and $150 per square foot. Labor costs will average about $5/hour/100 square feetl

before overhead [67]. This includes time spent in changing clothes and in the air shower at the

start of a shift and time during lunch and coffee breaks; these are major cost factors. In ad-

dition, cost for special laundering of uniform, extra blower capacity to keep the room pressur-

ized through the high-efficiency filter, extra maintenance time for housekeeping, etc., must be

considered.

Operating a white room of 10,000 square feet can involve an original investment of from

$300,000 to $1,500,000 with operating costs of about $2,000,000 per year. Obviously, operating

maintenance cost will be high whether work is performed by the airline or under contract by

the manufacturer.

5.6. TIMELY AVAILABILITY AND FUTURE PROJECTIONS

Table XIII lists some of the existing and proposed systems reviewed. Any of these or simi-

lar systems could be available for introduction in 1965 or 1966. The greatest problem would

be that of providing appropriate maintenance and support. Installation and operation during

flight pose no insurmountable problems. The Litton LN-3 systems have been in quantity pro-

duction for several years and have seen extensive service in military aircraft; they could be

placed in service immediately for operational testing by the airlines.

Table XMII indicates that the present state of the art is mainly a function of the acceler-

ometers and gyros available. Currently available commercial accelerometers and gyros have

the following characteristics.

Accelerometers

Threshold: as low as 10.7 g

Linearity: 2% to 0.005% of applied acceleration, or some as good as *0.0001 g for

range of *1 g

Ranges: 0 to *1 g, 0 to i10 g, and some in excess of 100 g

Weight: 0.25 to 4.5 lb

Price: $2500 to $8900

Gyros (single degree of freedom)

Random Drift: 3/hr to 0.0039hr

Weight- 1 to 2 lb

Price: $8500

"This relatively odd unit to describe costs is evidently based upon an average room occu-
pancy, but the reference does not specify what the average was.
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Also In use are gyros with two degrees of freedom that have random drift rates of O.010/hour;

some that are still in the proposal stage have expected random drift rates of O.O01°Vhour. The

latter gyros, sometimes referred to as super-gyros, usually have a more sensitive optical type

of pickoff.

Considering the time frame of interest, we foresee no major technical breakthroughs that

will radically improve the state of the art. Accuracy and reliability will be Improved; costs

will be reduced. But these changes will be evolutionary rather than revolutionary, the result

of continuing product improvement and more precise manufacturing processes.
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6
USE OF SATELLITES FOR LONG- DISTANCE NAVIGATION

6.1. INTRODUCTION

This section describes and analyzes three possible methods of applying earth satellites

to the problem of long-distance navigation. It considers cost and performance, and presents

conclusions.

Certain features are common to all methods of using satellites for navigation purposes.

Information on the position of the satellite relative to fixed points on the earth as a function of

time is communicated to the navigating vehicle in some manner (possibly from the satellite

itself). The navigation system then determines the aircraft's position with respect to the satel-

lite at a known time. By combining this with the known position of the satellite, we can compute

the aircraft's position in earth coordinates. Any method of using navigation satellites thus re-

quires accurate tracking of the satellite by a number of ground stations, so that the error in

its known position can be kept less than the allowable error of aircraft navigation. Further-

more, in most navigation methods accurate values of aircraft velocity and altitude must be

available to the navigator for use in the computation of position. Optical methods of determining

the position of the satellite by the aircraft would be useful only in good weather. For an all-

weather navigation system, some type of radar or radio link between the satellite and the air-

craft is required.

There are two general methods of using a satellite for aircraft navigation purposes. One

method obtains information relating aircraft position to satellite position. This may be infor-

mation on aircraft position with respect to two or more satellites at a single instant, or a

single satellite at two or more instants. From this information the position of the aircraft

can be fixed with respect to the known satellite positions at the instants of measurement. The

second method uses the satellite as a celestial body. The navigation system of the aircraft

makes angular measurements to determine the satellite's direction relative to vertical or

horizontal earth references. This is similar to conventional celestial navigation.

The first method may be varied in a number of ways. In one variation distances from air-

craft to satellite may be measured by means of a radar system using either direct-ranging or

a transponder in the satellite. In another, distances from the satellites to the aircraft may be

measured by making time difference measurements, with accurate electronic clocks in both

the aircraft and the satellites. This variation will be discussed in Section 6.4.

Still another variation uses measurements of the doppler shift of a radio signal transmitted

from the satellite. This particular variation is the basis for the TRANSIT navigation satellite
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system, which will be described in more detail in Section t6.2. The TRANSIT system is cur-

rently being developed and tested by the Applied Physics Laboratory of Johns Hopkins Univer-

sity under sponsorship of the U. S. Navy Bureau of Naval Weapons. The system is now under-

going tests using several orbiting TRANSIT satellites.

Navigation methods in which the satellite is used as a celestial body also have a number of

possible variations. For example, measurement of the altitude angle of the satellite with re-

spect to a stable vertical reference could be obtained at two instants of time. Alternatively,

the azimuth of the satellite could be measured with respect to an azimuth heading reference.

In other variations of the method, rate of change of altitude, azimuth, or range would be meas-

ured. Systems which might use the celestial navigation principle of operation are described in

Section 6.3.

Methods of relating aircraft position to satellite position by a combination of range and

angle measurements are also possible. Since no specific method of using such a combination

has been proposed for implementation, this approach is not discussed in this report. However,

the characteristics of such a method can probably be evaluated from information contained in

the discussion of other methods.

The conclusions and recommendations reached in this report regarding satellite methods

of navigation have necessarily been based on incomplete Information. Except TRANSIT, the

systems investigated herein have not been carried beyond the proposal stage. Facts are there-

fore lacking on many details upon which an evaluation of the system must be based. Where

it has been necessary to define the system for evaluation purposes, assumptions have been

made.

It should also be noted that conclusions reached in this report regarding the use of satel-

lite methods of navigation have been based solely on conditions representing commercial air-

craft flight. These conclusions cannot necessarily be extended to other applications.

6.2. TRANSIT NAVIGATION SATELLITE SYSTEM

6.2.1. SYSTEM OPERATION. In the TRANSIT system of navigation the navigating vehicle

determines its position on the surface of the earth by locating itself with respect to the known

position of a satellite. This technique uses the doppler shift in the frequency of the signal

received from a stable radio transmitter in each satellite. A number of satellites containing

radio transmitters with very stable frequencies are placed into approximately circular orbits

at an altitude of about 600 nautical miles. The position of the orbiting satellites is obtained

by means of four ground-based tracking stations, which determine the orbit of each satellite
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by analyzing the doppler shift in the received radio signal. The data used by the tracking sta-

tions consist of the number of doppler cycles in each of many constant intervals of time-for

example, one second. The data are digitized at the tracking stations and transmitted by tele-

type to a computing center. The satellite orbit is then computed from these data by a method

described in Reference 68. The resulting set of parameters describing the computed orbit in

sent to an injection station, which stores the computed information until the satellite is within

range of its transmitter, and then transmits the orbit parameters to the satellite. In the satel-

lite these parameters are stored in an electronic memory device and are broadcast at two-

minute intervals.

An aircraft receiving the satellite orbit parameter data and measuring the doppler shift

of the satellite transmitter can determine its own position with respect to known points on the

surface of the earth. The frequency of the satellite transmitter is compared with the frequency

of a precise local oscillator in the aircraft, and measurements of the doppler shift are used

to compute the location of the aircraft with respect to the satellite. This information In com-

bination with the information on Like satellite's position provides the navigator with his position

on the earth.

In the original TRANSIT system about 50 points of the doppler curve were recorded as

the satellite passed, then compared with a theoretical doppler curve based on an assumed

position of the navigator. From this comparison an improved estimate of aircraft position

was made, and a new doppler curve, based on this modified position, was plotted. This process

was continued until the best fix was obtained between the actual doppler curve and the theoreti-

cal curve. The navigator then used the last corrected position. Although this process is being

used in Project DAMP with good results [69], the equipment required to plot the doppler curve

and to make successive approximations is very large and bulky and thus has been abandoned

in favor of the present TRANSIT system.

In the present system the latitude and longitude of the aircraft are determined by obtain-

ing the integral of doppler shift over several precisely measured two-minute intervals. (The

satellite transmits a digital code word every two minutes; these signals can be used as a very

accurate timing reference.) In two minutes the satellite travels about 450 miles (Figure 44).

Ir one pass of the satellite it is possible to obtain as many as five or six of these intervals,

although not all passes provide this many usable intervals. However, only three intervals are

required for a position determination.

The user's equipment integrates the beat frequency fb with time to obtain a total count

Nbl of the number of cycles occurring during a two-minute Interval (t1 to t2 ):

142



Wookuto of Scien and Tecdnology The University of Michigan

D Satellite Path
C

Br4

A r2 r 3  = Latitude
y= Longitude

Aircraft
Position

FIGURE 44. GEOMETRY OF TRANSIT POSITION-
DETERMINATION METHOD

t-2

Nbl - Jl dt
ti

The beat frequency is produced by the time rate of change of the range r and the unknown

difference 8 between the transmitted and local frequencies

b - (f/c) ÷ + 8

Thus

Nbl- - (f/c) ft2 " dt + (t2 - tI)a

tI

0 - (f/c) (r2 - r 1 ) + (t2 - td)a

and

c

- r K bl + K)

Similarly

and r 2 - r3 - (Nb2 + K)

r 3 - r4 " if(Nb + K)

The quantities r,, r 2 0 r 3, and r 4 can be enpressed in terms of the known positions of the
satellite at A, B, C, and D and the latitude, longitude, and altitude of the aircraft position. The
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equations have as unknowns K, X and A. In solving these equations, we Initially assume a

latitude A0 and a longitude A0 of the aircraft. The equations are solved for K, AX, and AA,

where AX and AA are the differences between the actual and assumed coordinates. An equation

of the form

(r, - r 2) = constant

defines a hyperbolic surface with foci at A and B. The navigator's position is the intersection

of such hyperbolic surfaces.

Present plans for the TRANSIT system are to continue with test flights and then to proceed

to the operational satellite program beginning in 1962. Four operational satellite shots are

to be made each year until four satellites are in orbit (since some of the shots may not be

successful, it may require longer than one year to orbit four satellites). The satellites will be

placed in polar orbits at altitudes of 600 nautical miles, their orbital planes separated by 450.

The orbital period will be 108 minutes.

6.2.1.1. Possibilities of System Simplification. In Section 6.2.2.3 the performance of

combined satellite-inertial and satellite-doppler systems is assessed. For applications in

which the one drms value of the total error may be allowed to reach six nautical miles, we

find that a position fix error of as much as three nautical miles does not materially reduce

the required fix renewal interval. For such position fix accuracies we may consides the use

of simplified aircraft navigation equipment with the TRANSIT system to provide reduced per-

formance at a saving in size, weight, and cost. Here we discuss several methods of simplifying

the aircraft navigating equipment and operational procedures to indicate their possibilities

rather than to completely evaluate their applicability. In stating estimates of savings in equip-

ment, we usually give the fractional saving relative to the higher accuracy system.

One possibility would be to eliminate the requirement that the navigating aircraft receive

time synchronizing information and orbital data from the satellite. Accurate time-synchronizing

information could be provided by using a clock installed in the aircraft. Such a clock must be

good to 0.1 or 0.2 second over the entire flight time. In addition, a measure of the 2-minute

interval for collection of doppler information must be accurate to perhaps I msec. These re-

quirements are well within the capabilities of digital counting equipment fed from the local

oscillator used for doppler measurements.

To eliminate the transmission of orbital data from the satellite to the aircraft is also

possible. Since the total time of aircraft flights will be 15 hours or less, the satellite ephem-

eridal data may be provided in the form of printed copy carried aboard the aircraft. The
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ephemeridal data required for each satellite for a period of 15 hours amounts to about 6000

decimal digits. Distributing orbital and time-synchronizing data In this manner could largely

eliminate the memory equipment from the receiver which could thus be reduced In size and

weight by one third. Furthermore, the data could be supplied in inertial rectangular coordi-

nates, which is the form required in the subsequent computation. Supplying the data directly

in the form needed would eliminate about half the required computation, with a consequent

saving in equipment cost and computation time.

Some disadvantages to this simplified method would partially counteract its advantages.

Preflight data could not be updated after the aircraft took off; hence the time over which the

satellite orbit must be predicted would be greater than if the data were received via the sat-

ellite. However, this does not appear to be serious since the extrapolation error for a period

of as much as two days has a standard deviation of only about 1.0 nautical mile. But the method

would require additional computation and distribution of information on the ground, as well as

additional data-handling by the aircraft crew. This would add to the work load of the crew

and increase the possibility of mistakes.

A further simplification of position computation would be to precompute information in a

form directly suitable for the final computation steps. By use of this method, the navigating

equations might be reduced to the general form

A =0 + CI Nb1 + C2 Nb2

where C1 and C2 are functions of A0 and P0" This could eliminate or groatly simplify the

special-purpose computer required aboard the aircraft. The values of C1 and C2 would be pre-

computed, a single computation being adequate for all airplanes flying within the area covered

by the computation. Since the computation would be complex and required within a limited

time, it would be performed by digital computer on the ground.

For example, an entire grid of 50-mile spacings across the Atlantic could be precomputed

and made available to all navigators crossing the Atlantic. it order to determine a fix, an air-

craft's position would be estimated to the nearest 50 miles, and the computation performed with

the precomputed values of C1 and C2 corresponding to this estimated position.

Another possibility for simplifying aircraft equipment would be to use one frequency rather

than two for measuring doppler shift. As discussed in Section 6.2.2.1, the use of two frequen-

cies is required to account accurately for the effects of ionospheric refraction on the doppler

measurement. The lower frequency gives a very large error, but the upper frequency (about

400 Mc) has given an error of 0.5 nautical mile. At night 0.1 nautical mile is a typical re-
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fraction error. Unfortunately, these figures have not been confirmed during periods of mag-

netic storms or interference. Reference 70 indicates that the error introduced by the use of

a single frequency would be about one nautical mile. It was estimated that using one rather than

two frequencies would save $2000 in the aircraft equipment.

The accuracy of the oscillator aboard the aircraft could be relaxed in hope of saving weight,

size, and cost; current accuracies are a few parts in 1010. However, the cost of a very

accurate clock is not appreciably greater than the cost of a clock accurate to only 1 part in

109 or 108. Therefore, we do not recommend the relaxation of frequency control. On the other

hand, keeping the frequency of the local oscillators in the satellites and aircraft fixed with

sufficient accuracy (about 1 part in 108 over the entire flight time) would simplify the computa-

tion by eliminating the constant K as an unknown in the equations. An unchecked fix of the

navigating aircraft could then be obtained by using only two rather than three doppler meas-

urement intervals of two minutes each. A third observation could be made as a check on the

first two observations. It is estimated that this would cut the size and weight of the computing

equipment by almost two.

Providing satisfactory computation at low cost is a problem that is still under development

at the time of this writing and may be serious. One solution would be possible if the aircraft

had a digital computer which could be shared by the TRANSIT system. Such an arrangement

might make more rapid and accurate computation economically feasible. This would require

that the TRANSIT system be integrated into the complete navigation system of the aircraft at

an early stage in the design.

Choosing aircraft navigating equipment to achieve specific objectives in designing for

accuracy would require a thorough analysis and design procedure beyond the scope of the pres-

ent study. The intent of this section has been limited to indicating that appreciable savings

are possible for less accurate systems. We refer to this again in Section 6.2.3.

6.2.2. SYSTEM PERFORMANCE

6.2.2.1. System Accuracy. The potential accuracy of the TRANSIT navigation system has

been investigated both analytically and experimentally during the development of the system.

This subsection describes the sources of error and gives information on their probable magni-

tude.

The question of the ultimate accuracy attainable with the TRANSIT system is rather con-

troversial at the present time. Currently available technical information does not permit a

complete analysis and evaluation of this aspect of the problem. Furthermore, the special

conditions associated with aircraft navigation have not been given as much attention as those
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of marine navigation. It has been possible, however, to make accuracy estimates which are

sufficiently reliable to indicate the probable role of the TRANSIT system in aircraft navigation.

This section will first summarize the accuracy claimed for the TRANSIT system. Some

of the special conditions and some of the questions of aircraft navigation will be discussed

next. From this discussion suitable figures for performance analysis will then be derived.

The manner in which components of error are quoted in the references covering this sub-

ject is not always clearly defined, possibly because of the inadequacy of available data or be-

cause of the complexity of the relationships. Where information is not supplied, it has been

assumed that the number quoted represents a I-a value for each coordinate (i.e., along-track

and cross-track).

The inaccuracy in determining aircraft position consists of two major parts: the error in

establishing the position of the satellite with respect to an earth-based coordinate system

and the error in locating the aircraft with respect to the satellite.

An error in the assumed coordinates of the satellite will result in a computed aircraft

position having an error of almost equal magnitude [70]. If there is no appreciable delay be-

tween the time at which tracking data are collected and the time for which the satellite orbit

is being estimated, the errors in estimating instantaneous positions will have 1-a values of

0.25 nautical mile. For navigation purposes, however, it is necessary to use position data

which have been predicted in advance for periods ranging up to 24 hours by computations on

the tracking data. From an analysis of test data obtained on the TRANSIT 4A satellite, launched

in June 1961, Reference 70 states that the error resulting from satellite coordinate predic-

tion for twelve hours will not exceed 0.5 nautical mile. As indicated previously, this is inter-

preted here as meaning that the 1-a values of along-track and cross-track errors will each be

0.5 nautical mile.

In addition to the physical limitations on the accuracy with which satellite position can be

determined, the distribution of information on satellite position will be restricted so that non-

military users will be able to depend on it for an accuracy not better than 0.5 nautical mile.

This would be done by using a special code for transmitting the less significant digits of the

position data from the satellite. The rms combination of this round-off error (about 0.15

nautical mile) with the prediction error would not differ appreciably from the prediction error

itself; therefore, for purposes of analysis, it Is appropriate to use a 1-a value of 0.5 nautical

mile each for along-track and cross-track errors.

The errors in locating the position of the aircraft with respect to the satellite path will be

discussed next. A possible source of error in all satellite radio tracking schemes is iono-
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spheric refraction. Since the doppler shift of the satellite signal is basically the time rate of

change of its electromagnetic path length, the doppler shift is altered from what it would be

in the absence of the ionosphere. If a single frequency is transmitted, the effect of ionospheric

relraction is to introduce an error into the measurement. Rpference 70 summarizes test

data and characterizes this error as "typically a mile."

To obtain improved results, the TRANSIT system uses measurements of the doppler shift

at two harmonically related frequencies. A computation based on the measurements at the two

frequencies then permits a large reduction in the error caused by refraction. The assumption

here is that refraction in the ionosphere varies inversely with the square of the frequency.

Another component uf navigational error is pruduced by instabilities in the frequency of

the satellite transmitters and/or the navigator's local oscillator. A constant frequency error

of one part in 108 would, if uncorrected, produce an error of one nautical mile in position. A

method of computing an unknown but constant error has been described in Section 6.2.1. In

addition to a frequency shift of constant amount, the satellite transmitter or the navigator's

local oscillator may drift in frequency during the pass of the satellite. In this case the result-

ing navigation error is not easily eliminated. For an aircraft at a distance of 400 nautical

miles from the subsatellite point, a constant drift rate of 1 part in 108 /hour would result in a

total error of 0.2Z nautical mile [71]. Actual test data, however, have shown that the frequency

stability ranges from I part in 10 9/hour for the first satellite, to I part in 101 0/hour for the

third. These figures indicate that frequency stability in the satellite need not contribute any

significant error in the navigation process, if a constant frequency shift is assumed and cor-

rected for in the computation.

Simplified methods oi computing aircraft position which integrate the total number of

cycles of doppler shift over several time intervals are currently being developed. These

methods will probably result in some increase in error as compared with the original method

of using up to 50 data points, because some of the data available in the received signal are

not used and because certain simplifications are made in computing. According to Reference

68, a computation of this type, using refraction-corrected data, should be possible with an

accuracy of 1 to 2 nautical miles.

Another source of error is the uncertainty of the navigator's altitude. As a rough approxi-

mation, it may be assumed that an altitude uncertainty causes a position error of equal magni-

tude. The altitude which must be used in position determination is the distance from the center

of the earth. The altitude uncertainty thus consists of two components, the deviation of mean

sea level from a geocentric sphere and the altitude of the aircraft above mean sea level.
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The deviation of mean sea level from a geocentric sphere is primarily a function of lati-

tude. The latitude would be known, even before the position fix, within 10 miles. This would

be good enough to prevent an appreciable error (i.e., more than 0.1 nauticai mile) in this com-

ponent of altitude.

It is also reasonable to assume that the standard deviation of the aircraft altimeter would

be less than 600 feet (0.1 nautical mile). Hence, the total error in altitude may be assumed to

be small in comparison with other sources of error.

In aircraft navigation the fixes would not be taken from a stationary position; instead, the

observer would move a substantial distance while determining a fix. The component of aircraft

motion due to the rotation of the earth can be determined accurately. However, an error will

also be introduced into the position computation as a result of an uncertainty in the aircraft

velocity relative to the earth. It should be noted that this error is not peculiar to the TRANSIT

system, but occurs for any method of navigation which uses a running fix. The effect of an

error in the navigator's velocity is particularly important in the present study because of the

high speed of the aircraft and the corresponding magnitude of the velocity uncertainty.

This error can be estimated in the following manner [71]. An error in the assumed veloc-

ity of the aircraft will result in an error in the assumed distance traversed by the aircraft

during the pass time of the satellite. For example, during a 15-minute pass interval, a 2-knot

velocity error accumulates to 0.5 nautical mile. Typical navigational errors in estimated

position appear to be about 1/2 to 2/3 of this accrued error. The error in estimated position

resulting from the 2-knot velocity error would thus be about 0.25 to 0.33 nautical mile. The

direction in which the assumed position is in error is generally different from the direction

of the vector representing the velocity error.

An aircraft using TRANSIT should thus know its altitude and velocity vector as accurately

as possible during the fix. To do this, it should fly a known path (preferably straight and level

flight) while making a fix, and should use an altimeter which is accurate to 600 feet or better.

Errors can be introduced by multipath reception of the signal; that is, reflection of the

signal from the satellite by the water when the satellite is near the horizon. Errors of this

type can be eliminated by using antennas that have nulls at the horizon or by discarding data

from the beginning and the end of a pass.

Tests have been made during the experimental program to determine the magnitude of

error due to instrumentation errors in the navigation equipment itself. Reference 70 states

that the errors due to this source do not exceed about 0.03 nautical mile in each coordinate.
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In measuring the distance between tracking stations widely scattered around the world,

there have been noticeable discrepancies between the data obtained from tracking the TRANSIT

satellites and the data already available from previous geodetic measurements. The worst

discrepancy, for the Australia tracking station, is over 0.5 nautical mile. The TRANSIT system

is currently being used to establish these relative positions so that the navigator's position

with respect to geographical points in various parts of the world can be obtained accurately.

All differences between the position data provided by TRANSIT and those provided by other

navigation means should, of course, be accounted for; but the quoted magnitude of the differ-

ence is not serious, even if uncorrected.

Reference 70 concludesthat, if a single frequency is used, the mean navigation error will

be about one nautical mile; with two frequencies, it can be reduced to 0.5 nautical mile. If

elaborate gear is used within the navigating vehicle, it is claimed that an accuracy as high as

0.1 nautical mile can be obtained. However, this high accuracy would not be available to the

nonmilitary user.

As indicated previously, general agreement does not yet exist concerning the potential

accuracy of the TRANSIT system. Questions have been raised as to how well it is possible to

predict the orbit of low-altitude satellites for periods of hours or days, in view of the effects

of atmospheric drag and spatial variations in the earth's gravity field. The inherent accuracy

of the navigation method is also questionable, particularly regarding the effects of atmospheric re-

fraction and the size of error coefficients for aircraft at relatively large distances from the subsat-

ellite track. These questions probably have more to do with the ability to achieve future accuracies

of 0.1 nautical mile than with the ability to achieve the more modest accuracy requirements

needea for commercial aircraft navigation. Nevertheless, it seems advisable to temper the

accuracies claimed for the TRANSIT system until they have been demonstrated in actual use

for aircraft navigation.

For purposes of analysis we will assume that it is possible to maintain a kmowledge of the

satellite orbit extrapolated up to 12 hours in advance with a resulting error in position deter-

mination having a 1-a value in each coordinate of 0.5 nautical mile. We will also assume that

the various errors in satellite-to-aircraft position (excluding the effect of aircraft velocity

uncertainty) have a 1-a valueof 1.0 nautical mile in each coordinate. This figure is intended

to represent an rms combination of errors due to atmospheric refraction (assuming the use

of two frequencies), frequency noise, altitude uncertainty, instrumentation error, and approxi-

mations in position computation. The error in satellite-to-aircraft position would be greater

than this because of errors introduced by aircraft motion. This component of error is assumed

to be 1/6 of the velocity error in knots, the higher value of the error range discussed previously.
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The standard deviation of the total navigational error would be arrived at by taking the root-

mean-square sum of the individual components of error.

It may be anticipated that additional research and development will result in some improve-

ment of the currently attainable accuracies; but this will be offset by limitations in the accuracy

of an operational system due to difficulties of operation and maintenance.

The components of error summarized above can be stated in the following terms. The rms

combination of the satellite position error (0.5 nautical mile) and relative aircraft position

error (1.0 nautical mile) amountstoal-a value of 1.12 nautical miles in each coordinate. The

corresponding drms value is 1.58 nautical miles. To this must be added a component whose

magnitude in nautical miles is 1/6 of the velocity uncertainty in knots. The total error computed

from these figures will be substantially larger than that estimated in Reference 70.

6.2.2.2. Fix Renewal Interval. An analysis was made to determine the distribution of fix

renewal intervals with the TRANSIT system for aircraft flights at various velocities both west

and east. Cases were studied for flight occurring along the equator and at 450 latitude.

One part of this study was concerned with single coverage areas; that is, geographical

areas lying in the coverage swath of only a single satellite. An aircraft would normally be

able to obtain a position fix at 110-minute intervals as long as it remained in the coverage

area of a single satellite. The cross-track component of the position fix would be missed,

however, when the subsatellite track passed within about 100 miles of the aircraft; the interval

between complete fix renewals would then be extended to two orbital passes requiring 220

minutes. The normal interval of 110 minutes would also be modified when the aircraft passed

from the coverage zone of one satellite to that of a neighboring satellite. In this case the fix

renewal interval might range anywhere from 0 to 220 minutes, depending on the phasing of the

two satellite orbits. In order to determine the distribution of fix renewal intervals, the analysis

had to account properly for the probabilities of each type of fix renewal. During the study this

analysis was carried out for aircraft flying at various velocities east and west.

The distribution of fix renewal intervals is primarily a function of the absolute velocity of

an aircraft with respect to the satellite orbits. This velocity is composed of two components,

the earth's rotation and the relative motion of the aircraft with respect to the earth. In analyz-

ing fix renewal intervals, the two extreme conditions are

(a) A Mach 3 aircraft with an absolute velocity of about 2500 knots flying from west to

east at the equator.

(b) An aircraft flying east to west at a velocity corresponding to the earth's rotation and

appearing to stand still with respect to the satellite orbital plane.
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The results of the analysis are shown in Table XIV. For each velocity at least 5% of the

fix renewal intervals would be as long as 220 minutes. The percentage of intervals exceeding

110 minutes would range from 6.7% to 51%. The average interval would lie between 110 and

115 minutes.

These results are somewhat oversimplified in that no allowance has been made for the

period of about 20 minutes required for the observation of the satellite pass and computation

of position. This factor would have the effect of causing a slight decrease in the percentage of
intervals which are less than 110 minutes and a corresponding increase in the percentage of

intervals between 110 and 220 minutes. The average fix renewal interval would be increased

by 0 to 20 minutes for the various cases shown in Table XIV, the higher value occurring for

the higher absolute velocities.

An investigation was also made for flights at450 latitude, where the proposed TRANSIT

operational system of four satellites would provide approximately double coverage; that is, at

any point of 450 iatitude it would be possible to observe the passage of two of the four satellites.

Figures 45 and 46 show the distribution of fix renewal intervals not only for the double cover-

age which would actually exist (Figure 45), but single coverage, too (Figure 46). One of the

cases represents a condition in which the absolute velocity of the aircraft with respect to the

orbital plane is only 270 knots; hence the aircraft remains within the coverage of the same
satellite for a number of satellite passes. Fix renewal intervals equal to the orbital period

of 110 minut' - would therefore predominate; this is indicated by the sharp peak in the curve

of Figure 45. A considerable percentage of the intervals would have a value of 220 minutes

(two orbital periods) when a fix is missed because the satellite passes directly over the air-

craft. The remainder of the curve, which has a triangular shape, accounts for those cases

which occur when the aircraft passes from the coverage of one satellite to that of an adjacent

satellite.

The effect of adding the second coverage layer to that of the single coverage is shown in

Figure 46. The frequency of occurrence is relatively constant over the interval from 0 to 110

minutes. A total of 5.9% of the cases have a 110-minute fix renewal interval, and almost no

cases extend beyond 110 minutes. For this situation the average fix renewal interval is 56.4

minutes.

Flight at an absolute velocity of 990 knots presents a substantially different picture for
single coverage. The aircraft now has a very substantial velocity with respect to the orbital

plane, so that it passes through the coverage of a single satellite in less than the orbital period.

Consequently, all fix renewal intervals consist of cases in which the aircraft passes from one

coverage to another. For this condition, the shape of the curve is predominantly triangular.
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For double coverage most fix renewal intervals fall below 110 minutes, the average wait being

52.5 minutes.

Distribution of fix renewal intervals for other aircraft velocities will not differ greatly

from those shown. Therefore, we can state that for aircraft flights occurring in areas of double

coverage the average fix renewal interval is 55 minutes, and that only a relatively small pro-

portion of the fix renewal intervals exceeds 110 minutes.

If flight at 270 knots absolute velocity is extended to quadruple coverage, we find that the

average interval is reduced to 26 minutes, and that only about 6% of the intervals are longer

than 66 minutes.

If the effect of the 20-minute period required for the fix renewal it taken into account for

double and quadruple coverage, the distribution of fix renewal intervals it shifted again toward

increased times.

6.2.2.3. Performance Characteristics of Combined Systems. Because of its substantial

fix renewal interval, the TRANSIT navigation method must be used in dombination with a dead-

reckoning system. This section discusses the performance characteristics of a satellite-

inertial system and a satellite-doppler system.

Figure 47 shows the maximum allowable intervals at which position fixes can be renewed

for a combination of a TRANSIT satellite system and an inertial system. The fix renewal inter-

val required to maintain errors which reach values, at the end of the interval, ranging from

2 to 6 nautical miles drms is shown for various combinations of satellite error and inertial

navigation error. Inertial navigation errors having drms values ranging from 1.414 nautical

miles/hour to 12 nautical miles/hour are shown in combination with satellite d errors whichrms

have fixed components of 1.58 and 3 nautical miles In addition to variable components caused

by aircraft velocity uncertainty.

As indicated in Section 6.2.2.2, a geographical area which has simultaneous coverage by

only one satellite may be expected to have an average interval of 110 minutes with 5% of the

intervals being at least 220 minutes. A 1.414-nautical-mile/hour inertial system in combina-

tion with a 1.58-nautical-mile satellite system could maintain the maximum error within 6

nautical miles over a 220-minute period. For the average interval of 110 minutes, the maxi-

mum drms error (before fixing) could be kept within 3 nautical miles.

At the higher latitudes, where simultaneous coverage by two satellites it maintained, a

3-nautical-mile/hour inertial system combined with a 1.58-nautical-mile satellite system could

maintain the maximum drms error within 6 nautical miles for the occasional 110-minute inter-

val and within 3.5 nautical miles for the average interval of about 55 minutes. Operation with
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FIGURE 47. ALLOWABLE FIX-RENEWAL INTERVAL OF
COMBINED TRANSIT AND INERTIAL SYSTEMS

still lower performance inertial systems would require increased satellite coverage beyond

that presently planned for the TRANSIT operational system.

In Figure 48 the maximum allowable fix renewal interval to maintain errors of 2 to 6

nautical miles is shown for a navigation system which combines a 1.58-nautical-mile TRANSIT

satellite with both a 1.5% and 1.0% doppler navigation system. A 1.5% doppler system repre-

sents the performance of present day systems. The Information for a 1% doppler system

shows the effect on system performance of a possible improvement in doppler equipment.

The doppler system is assumed to have an error whose drms value remains a constant

percentage (either 1.5% or 1.0%) of the total flight distance. Although the drms error is known

to vary with total flight distance, the use of a constant value simplifies the presentation of

results without significantly affecting the conclusions reached.

Consider first the performance of a satellite-doppler system operating in areas of double

coverage (i.e., at the equator with eight satellites in orbit or at high latitudes with four satel-

lites in orbit). A satellite position-fixing system combined with a 1.5% doppler system could

contain the drms error at the end of the fix renewal interval within 6 nautical miles for a pro-
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peller or turboprop aircraft. If a 1% doppler system were available, it also could accomplish

this error limitation for a turbojet aircraft.

In areas of quadruple coverage (i.e., at high latitudes with eight satellites in orbit) the

error at the end of the interval could be kept within 6 nautical miles for turbojet aircraft even

with a 1.5% doppler system. But Mach 3 aircraft using either a 1.5% or a 1% doppler system,

the error at the end of the fix renewal interval would greatly exceed 6 nautical miles.

We conclude that the TRANSIT satellite system using four operational satellites can be used

in certain combinations with an inertial navigation system of relatively high performance to

provide moderate overall accuracy. The required inertial-system performance could be sub-

stantially reduced if four additional satellites were available. The TRANSIT system using a

total of four satellites with a 1.5% doppler system would be suitable to provide a system of low

accuracy-but only for subsonic aircraft. The fix renewal interval required with a Mach 3

aircraft would be so short as to be unsuitable with the TRANSIT system.
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6.2.2.4. Reliability. Limitations on the reliability of a navigation system are of two gen-

eral types: failure of one of its parts (equipment breakdown or human error); or inherent

limitations in the navigation technique, such as those resulting from radio interference or

unfavorable satellite positions. Although the sources of the limitation may be basically differ-

ent, we are primarily concerned with the net effect-that is, the reduction in the percentage of

time during which the system provides usable results. In this section we will discuss the effects

of equipment failure, human error, loss of phase-lock through radio interference, and unfavor-

able satellite position.

Specific information is lacking on the probability of failure in TRANSIT equipment, since

the program is now under development. The circuitry is for the most part conventional; the

only item which might be regarded as critical is the crystal oscillator. The equipment used

with the simplified method of computation is somewhat complex, but not to such an extent as to

appreciably degrade its reliability. Reference 70 states that experience with similar equip-

ment indicates that the equipment "down time" can be kept to 20% or less without undue diffi-

culty.

The likelihood of human errors will depend on the extent to which the crew members must

participate in the operating procedure. The TRANSIT navigation method, as described in the

references, would require at least some attention on the part of the crew, mostly in monitoring

the operation of the equipment and detecting unfavorable conditions or incorrect operation.

It is unlikely that a data-processing method which requires appreciable amounts of manual

computation would be acceptable, particularly in view of the present tendency toward mini-

mizing the navigator's work load. Certain minimum operations might be acceptable, however,

such as manually inserting numerical data into the computer. If human participation is limited

and if suitable training in equipment operation is provided, we anticipate no substantial reduc-

tion of system reliability due to human error.

An important possibility of operational failure is loss of phase-lock in the user's receiv-

ing equipment. According to Reference 70 the reliability of the prototype gear is currently

about 75%; that is, a successful fix is obtained in about three out of four cases attempted. To

obtain a fix with the present method of computing position, a navigator must lock In continuously

for a least three 2-minute intervals. If contact with the satellite is lost even temporarily during

an interval, the data from that interval are void. The 2-minute integration scheme is thus

different from the original TRANSIT fix determination method in which 50 data points were

used. Because of the great redundancy of information with the original method, the temporary

loss of contact was not serious. Reference 70 states that the prototype gear loses about 20%

of the passes because of phase-lock loss. This loss can probably be blamed on the isotropic
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antennas of the satellites used initially. In the TRAAC satellite launched on November 15,

1961, a method of satellite attitude stabilization Is being tested in the hope that this will permit

the use of a directional antenna on the satellite to reduce the number of passes lost because

of the loss of phase-lock.

If the ground track of the satellite is less than about 100 miles from the aircraft, the fix

will not be satisfactory. Since this tends to occur at random intervals, we may consider it a

reduction in system reliability. Therefore, it has been allowed for in computing fix renewal

intervals in Section 6.2.2.2. The probability of missing a successful fix by being too near the

satellite subtrack can be roughly estimated in the following manner. If the gross coverage of

a satellite is assumed to be a swath 3000 nautical miles wide, and the net coverage, two strips,

each 1400 nautical miles wide, then the probability that an aircraft within the gross coverage

area will fail to obtain a successful fix on a particular satellite pass is 6.7%. However, it is

still possible, even in this case, to obtain a single line of position.

In summary we may say that system failures due to equipment breakdown or human error

are not expected to be excessive. The other types of failure are for the most part intermittent

in nature, affecting only a single pass. They are therefore best interpreted in terms of their

effect on the fix renewal interval, which is discussed elsewhere.

6.2.3. SIZE, WEIGHT, AND COST OF EQUIPMENT. The size and weight of the user's

equipment will greatly affect its practicability for aircraft navigation purposes. The bread-

board models of the receiver and the computer now being developed each occupy about 15 cubic

feet and weigh about 100 pounds. Power requirements are approximately I kw. It should be

noted that little has yet been done to miniaturize the navigating equipment. It is likely that

when the system becomes operational, the size and weight would be considerably reduced.

With miniaturization techniques that would be available by 1970, the size of the equipment

capable of operating as described in Section 6.2.1 might be reduced to 3-5 cubic feet and the

weight to 1.00-125 pounds. The lower limits would probably be typical of a system incorporating

the simplifications discussed in Section 6.2.1.1.

The following cost estimates for the equipment now being developed are based on an oper-

ational system (i.e., research and development expenses are not indicated). Estimates were

obtained from the Applied Physics Laboratory for a system which uses the computation method

described in Section 6.2.1. Reference 70 gives a functional block diagram and general descrip-

tion of this system. It is understood that no provision has yet been made for computing the

correction required to account for aircraft velocity. If equipment were to be produced in lots

of 100, a receiver is estimated to cost about $8000 and a special-purpose computer about
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$6000. To account for aircraft motion the computation of aircraft position would become more

complex, perhaps by a factor of about 2. This would increase the cost of the computer some-

what, but would probably not double it. The solution time for a position fix would also be

increased.

Since the system is under development at the time of this writing and has not yet been

successfully demonstrated, it seems advisable to allow some increase in cost to provide for

unforeseen contingencies. Therefore, we conclude that the production version of an aircraft

installation of TRANSIT equipment capable of providing position fixes of not better than a 1.58-

nautical-mile accuracy (drms) would cost between $20,000 and $30,000. This figure does not

allow for spare equipment.

This cost range could be reduced if any of the simplifications described in Section 6.2.1.1

could be incorporated. For example, if the receiver were to be modified to receive only one

frequency, the cost would be about $2000 less; if the memory unit were omtitted, wu Additional

$2000 could probably be cut. The use of a simplified method of computing based on the use

of precomputed data would substantially simplify the airborne computer b, t would require

added cost for using ground-based digital computers. Accurate figures on total potential

savings are not available, but it seems possible that the previously mentioned cost could be

cut to range from $15,000 to $25,000.

The costs of constructing, launching, and maintaining the satellites are roughly as follows.

The Scout launching rocket will be used to place the operational satellite in orbit. It is esti-

mated that the cost of making one shot amounts to $1,000,000. The estimated life of a satellite

in orbit is four years, so that the initial cost prorated over the satellite lifetime is $250,000

per year. If all satellites are successfully placed in orbit, the cost of each satellite amounts

to approximately $500,000 per year; half of this is for the initial cost and half for the cost of

ground tracking. Unsuccessful launchings would of course increase the annual cost chargeable

to each successful satellite. Since this system is to be maintained by the U. S. Navy, we assume

that the costs discussed here would not be borne by the commercial aircraft operators. How-

ever, the responsibility for any extra costs, such as for special distribution of orbital data,

remains to be established.

6.2.4. PROBLEMS OF INTRODUCTION AND USE. The present plans of the U. S. Navy

are to launch and operate a number of TRANSIT satellites which will be available for navigation

purposes to both military and nonmilitary users. (The only limitation on the use of the satel-

lites by nonmilitary users will be a restriction on the accuracy of the information made avail-

able to them concerning the location of the satellite.) As long as this policy remains in force,
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the expense of launching and tracking the satellites would be borne by the Navy. On the other

hand, FAA and its counterparts in other countries (and probably the operators of commercial

aircraft) might have to provide for any extra satellites or the processing and distribution of

data especially required by their use of the system.

It should be recognized that the operation of the satellite system would remain under the

control of the Navy, so that policies and procedures regarding use would be set by that agency.

Although no information is available on major changes anticipated in these policies, there is

always a possibility that the requirements of the Navy might dictate certain modifications which

would unfavorably affect the use of the system for aircraft navigation purposes or be incom-

patible with the policies and procedures of the operators of long-distance commercial aircraft.

Reliability of the satellite equipment must be very high in order to justify its use; there

can be no provision for maintenance after launch. If a satellite is to have a lifetime of four

years before atmospheric drag causes it to re-enter the atmosphere, it is reasonable to require

that 90% of the satellites should last this long without an equipment failure. This implies that

during these four years the mean time between failure should be ten times this long, or 40

years. This may be a difficult requirement, in view of the complexity of the equipment used

in the satellite. Poor reliability, coupled with the high cost of building and launching a satel-

lite, would make a system uneconomical.

Besides reliability of the satellite equipment, reliable performance must be exhibited by

the user's equipment. This has been discussed in Section 6.2.2.4.

One of the operating problems of TRANSIT results from the fact that the error in position

data increases significantly over periods as short as 12 hours. Consequently, operation of the

system requires extensive ground-based facilities for tracking satellites, computing and pre-

dicting orbits, and transmitting ephemeridal data to the satellite. The operation of these

facilities will represent a substantial addition to the system-operating costs.

6.3. ANGLE-MEASURING SYSTEMS

6.3.1. SYSTEM OPERATION. This section considers navigation systems which use an-

gular measurements of high altitude satellites. This type of system is intended to provide

world-wide, all-weather coverage. Since it is a passive system, it does not limit the volume

of traffic which can be handled. In these respects, it is similar to the other systems described

in this report.

The operation of an angle-measuring system is similar to conventional celestial navigation

by optical means. The computation of position is based on the measurement of angular position
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of one or more satellites with respect to vertical or horizontal references. Thus, similar

problems are encountered in obtaining an accurate determination of the vertical. The essential

difference is that using satellites permits operation at radio frequencies capable of providing

all-weather operation.

As a specific example of angle-measurement systems, the navigation concept outlined in

Reference 72 is described. This is based on the use of equipment similar to the Radio Sextant

AN/SRN-4, developed for the U. S. Navy by the Collins Radio Company and designed to read

out altitude and azimuth data. It has two major components. One is the tracking unit, consis-

ting of the antenna and its scanning mechanism, the receiver, the tracking servos, and the

angle readout system. The other is the Schuler-tuned stabilization system and north reference.

An aircraft navigation system would operate in the following manner. A number of satel-

lites would be placed in polar orbits around the earth at altitudes lying somewhere between

4000 and 6000 nautical miles from the surface of the earth. In Reference 72 it is proposed that

a total of four satellites be used. This question is considered further in Section 6.3.2.2.

.A transmitter would be installed in each satellite to provide a CW signal of adequate power

for tracking. Power for the transmitter would be supplied by a combination of solar cells and

batteries, or possibly some form of nuclear power. In order to provide ephemeridal data, each

satellite would be tracked by fixed ground-based stations using both optical and electronic

methods. The resulting data would be used to compute the satellite orbits for future periods

of a month or more.

The system to be installed in an aircraft for navigation purposes could be made smaller

and lighter than the AN/SRN-4 by reducing the antenna size for shipboard use. It is estimated

that an antenna having an 18-inch parabolic dish would be suitable not only for satellite tracking

but for sun tracking as well.

The required size of the antenna is dictated by two considerations, sensitivity and pointing

accuracy. With an 18-inch stabilized antenna operating at a wavelength of 8.7 mm to track a

satellite at an altitude of 6000 nautical miles, the transmitted power required is 0.2 watt to a

receiver with a noise figure of 8. Such transmitters are currently available. A solid-state

transmitter capable of a 0.6-watt continuous output should be available for satellite use in the

near future.

If a stabilized antenna were to be used, either the antenna or the complete satellite would

have to be stabilized. As an alternative, an unstabilized antenna could be used if its radiation

pattern were nondirectional. This would, however, increase the satellite power requirements

by 17 db.
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The user would track the satellite by means of its CW signal. For aircraft operation,

the system would use the sun as a backup source for the satellites. This would add little to

the complication of the system and would provide substantially continuous position-fixing capa-

bility, at least during daytime. The use of the moon is not recommended, however, since the

required receiver sensitivity would be too high.

Optimum frequency for radio transmission from the satellite is in the neighborhood of

16 kMc(1.9 cm). Below this frequency sun-tracking accuracy decreases because the radio-

metric center of the sun wanders appreciably. Above this frequency all-weather operation is

impaired. The highest recommended operating frequency is 35 kMc (8.7 mm). At this fre-

quency transmission through the atmosphere is satisfactory except in cases of heavy rain.

A system using an 18-inch dish could be practical for aircraft installation. This is some-

what smaller than some conventiontl weather radar dishes. However, placing the antenna

within the aircraft may be a problem, especially for high-speed aircraft. Since it must be

able to look over an almost complete hemisphere, it would have to be placed at the top of the

aircraft; for example, in the position occupied by an astrodome. For some of the higher-speed

aircraft, a retractable system having a hemispherical radome with a 22-inch diameter might

be used. For Mach 3 aircraft, however, it appears that the system must be flush-mounted.

This may cause appreciable refraction problems, but these might be alleviated if measurements

at low altitudes (for example, below 10W to 150) are not used.

A digital computer is required to operate the inertial navigation and antenna stabilization

servo systems. With only small additional complications (probably the addition of more

memory capacity), this same digital computer would be used for the the navigation computation.

A time standard would be provided for determining the location of the satellite at the time

a fix on it is obtained. This could be periodically reset by means of standard time broadcasts.

For aircraft navigation purposes, however, the total time of flight would be short enough that

a clock with an accuracy of at least 1 part in 10 would not need resetting.

The airborne equipment used for radio celestial navigation necessarily contains an inertial

navigation system to provide vertical-reference and aircraft-velocity-vector information for

use in the radio celestial position-fixing process. This same equipment can perform functions

beyond that of position fixing. The inertial navigation system furnishes a dead-reckoning mode

of navigation which can supplement the position-fixing capability of the celestial navigation mode.

It also contains a vertical reference system for indicating or controlling aircraft attitude. In

addition, certain methods of operating the celestial navigation system can be used to compute

not only position-fixing data, but high-accuracy heading-reference data as well. The fact that
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these multiple functions are inherently available from the system should be considered in

comparing cost and performance of different methods of satellite navigation and of alternate

types of navigation as well.

A considerable number of methods could be used to compute position fixes with angle

measurement techniques, but only a limited number of these methods are suitable for aircraft

navigation.

In some methods of navigation, it is necessary to know the azimuth of the celestial body

being observed. For the present application such methods would be undesirable because of

the difficulty of obtaining this information from an independent source. In fact, a distinct ad-

vantage of the system is that it might be used to supply azimuth information for other purposes.

Certain methods of navigation require the simultaneous observation of two celestial bodies

in order to obtain a fix. During daytime the two bodies might be the sun and a navigation

satellite; at night two satellites would be necessary. This would increase the total number of

satellites required to give substantially continuous coverage. For a smaller number of satel-

lites such methods could still be used when two bodies are observable.

However, position-fixing by methods needing only a single satellite would also have to be

available. Some methods which can be used with a single satellite require a running fix with a

considerable period of time elapsing between the individual observations. This method would

introduce substantial errors into the fix from the uncertainty in aircraft velocity, as in the

TRANSIT system. Furthermore, a substantial period of time required for the position fix would

be incompatible with the short fix-renewal intervals required to maintain specified aircraft

navigation accuracy.

It appears, therefore, that navigation methods using angle measurement techniques should

a. Use a relatively large number of satellites, so that two satellites are in view almost

continuously, or

b. Use a smaller number of satellites, and depend primarily on position-fixing methods

which can be completed in a short time with only a single satellite.

These methods are considered further in Section 6.3.2.

The design and operation of the ground and satellite portions of an angle-measuring

system are relatively simple and straightforward, as compared to other types of navigation

satellites discussed in this report. The satellite requires only a CW radio transmitter, an

omnidirectional antenna, and the necessary power supply. The total weight of a satellite pro-

viding this equipment has been estimated in Reference 73 as not exceeding 50 pounds.
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The relatively small size of the receiving antenna dish required for practicable installation

in an aircraft may be limited by the receiver sensitivity. To provide sufficient signal strength

without exceeding available power capacities in the satellite might require a stabilized direc-

tional antenna, which would in turn require some additional complication of the satellite design

for attitude control.

Even with this added complication the satellite e4uipment could be expected to be relatively

simple and sufficiently reliable. For the most part it would employ state-of-the-art techniques

and would have a low rate of obsolescence.

The ground-tracking-and-computing equipment would also be comparatively simple. Since

the satellites operate at relatively high altitudes, they could be observed and tracked from a

small number of stations and they would be subjected to a minimum of perturbing forces due

to atmospheric drag, variations of the earth's gravitational field, and effects of the gravitational

fields of the sun and moon. Consequently, it is claimed that orbits could be predicted for a

month or more, thus avoiding the necessity for rapid computation and distribution of predicted

orbital data. The distribution of information could be performed without using the satellite

itself for this purpose; therefore, ground-transmitting and satellite-receiving equipment are

not required. This expected orbital stability has not yet been experimentally verified.

6.3.2. SYSTEM PERFORMANCE

6.3.2.1. System Accuracy. Detailed accuracy figures on existing radio sextants are

classified and therefore not given in this report. It is possible, however, to indicate the general

nature of the inaccuracies and to estimate aircraft navigation system performance.

System errors arise from both equipment limitations and the propagation characteristics

of electromagnetic radiation. One of the major limitations of the equipment has been the

inaccuracy of the vertical reference system. Any error in the vertical reference system con-

tributes directly to errors in reading altitude angles. In order to minimize such errors, the

vertical reference system should be built as an integral part of the antenna system, to eliminate

relative angular motion due to limited mechanical stiffness of the intervening structure.

Other equipment limitations, both electrical and mechanical, may exist. Mechanical de-

flection or irregularities, electrical drift, bias or noise, and servo performance require very

careful system design and adjustment to maintain accuracy.

The propagation characteristics of electromagnetic radiation can affect accuracy in a

number of ways. The precision of angular measurement is, of course, affected by antenna dish

size, operating frequency band, scan method, available signal, and amplifier sensitivity. In
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addition, accuracy may be limited by nonhomogeneity of radome dimensions or material,

atmospheric refraction, and, in the case of sun tracking, shifts in the apparent center of the

sun due to dynamic solar activity.

The radio sextant system built by Collins Radio Company for the U. S. Navy is claimed to

have a potential system accuracy of less than a nautical mile in each coordinate. A major

limitation in obtaining this high accuracy has been the error in the vertical reference system

[74]. The vertical reference data were supplied from an external source located at a consider-

able distance from the antenna; therefore, flexure of the ship's structure introduced errors.

It is claimed that a radio celestial-navigation system installed in an aircraft could measure

altitude angles with respect to the vertical with a standard deviatian of 1 minute of arc. However,

this accuracy has not yet been demonstrated in a working system suitable for aircraft installa-

tion and therefore remains to be verified. The major sources of difficulty in achieving such

accuracies appear to lie in the reduced antenna size, nonhomogeneity of the radome, and errors

in the vertical reference system.

For purposes of discussion, a standard deviation of 1 minute of arc will be assumed, but

the above reservations should be kept in mind.

If position-fixing could be accomplished by the use of a single satellite, it would be possible

to use a method consisting essentially of determining altitude and altitude rate. The satellite

would be tracked for a brief period--for example, 10 minutes. Two readings of altitude angle

would be obtained at precisely determined instants of time during the tracking period. These

two values could be interpreted either as two distinct measurements of altitude, or as a single

altitude and an average rate of .ltitude change.

A single altitude reading might be accomplished with an error having a standard deviation

of 1 minute of arc. If the error in the second reading has the same standard deviation and is

substantially independent of the error in the first reading, the system accuracy may be ana-

lyzed as if a running-fix method using two separate altitude readings were used. If an attempt

is made to derive an altitude rate, difficulties would apparently be encountered in establishing

the instant at which the mean value of the rate occurs. Consequently, it is best to think of the

method as a means of obtaining two altitude readings at short time intervals. By thus limiting

the duration of the measurement interval, the method has the advantage of minimizing those

errors which are the result of uncertainty in aircraft motion and drift of the vertical reference.

At the same time, even a period as short as 10 minutes permits a sufficient change in altitude

of a rapidly moving satellite to achieve reasonable accuracy. The errors in obtaining a position

fix by this method may now be examined.
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In ordinary celestial navigation the celestial bodies are at a great distance relative to the

diameter of the earth. When satellites are used, however, their altitude is roughly comparable

to the radius of the earth (Figure 49). The altitude angle h at which the satellite is observed
Satellite -

/',

Earth

FIGURE 49. GEOMETRY OF SATELLITE
OBSERVATION

at a given instant is related to the angle 0 which represents the distance between the observer

and the subsatellite point in the equation

h 1 - 0 - arctsn d
2 1 + -coo

An angular error in reading h produces a smaller error in 0. Figure 50 shows the ratio of

errors h9/Ah as a function of 0 for a satellite at an altitude of 4000 nautical miles. The paral-

lax effect is therefore favorable to obtaining increased accuracy.

Figure 51 shows a spherical triangle representing the geometry of a position fix obtained

from two altitude readings of a satellite by an observer. From the two separate readings of
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FIGURE 50. EFFECT OF SATELLITE PARALLAX IN REDUCING ERROR IN POSITION FIX
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FIGURE 51. GEOMETRY OF POSITION FIX

h when the satellite is at points 1 and 2, respectively, the spherical angles c and a can be com-

puted. The location of points 1 and 2, and the spherical angle b are also known from the ephem-

eridal data available on the satellite and the exact instants of observation. Hence, the observer's

position can be determined. In general, the error in the position fix tends to be inversely pro-

portional to sin p. Ideally, p should be 900 for a measurement, but generally this can only be

approximated. A satisfactory value for p will usually be difficult to obtain if the observer is

a great distance from the subsatellite track. It will also be difficult when the observer in

very close to the subsatellite track, unleso one of the measurements is made when the satellite

is nearest the zenith. (As an alternative to this latter case, greater accuracy could be obtained
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by measuring an altitude and a rate of change of azimuth.) If the angle p can be kept to values

between 300 and 150o during a position fix, the value of sin $ will not fall below 0.500. This

fact, in combination with the effect of satellite parallax, will then maintain the position fix

error in each coordinate resulting from errors in altitude readings at one or two nautical

miles/minute of arc error in h.

An additional component of error which can be introduced into the position fix results

from the fact that a running fix has been made. An uncertainty in the velocity of the aircraft

during the interval of time between the two altitude readings will cause an error in the position

fix, as noted with the TRANSIT system.

For an angle-measuring system this error may be estimated in the following manner. The

position fix would be obtained by establishing two Sumner circles, each representing a line of

position at two instants of reading (LOP No. 1 and LOP No. 2 of Figure 52). In order to fix

Si (Subeatellite S2 (Subsatellite
Point fl) Point #2)

LP #2.

A2 (Aircraft Position at t2)

Estimated Aircraft Travel
A d va nc ed be tw ee n tI and t2

Al (Aircraft

LOP #i Position at t1)

FIGURE 52. POSITION FIX FOR MOVING AIRCRAFT

the aircraft's position at the time of the second observation, LOP No. I would be moved along

by the assumed distance traveled by the aircraft during the interval, to advanced LOP No. 1.

The point at which this translated line of position crossed LOP No. 2 would represent the com-

puted position of the aircraft at t2. An error in either speed or heading in the estimated dis-

tance traveled during the interval could result in an error in the computed position. A com-

ponent of the velocity error which was normal to the line S1 - Al would shift the line of position

parallel to itself at A2 and hence would introduce no error. On the other hand, a component of

velocity error Ad along SI - Al would shift the position fix by an amount equal to Ad/sin 3.
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The direction of the velocity error will generally have a random relation to the Si - Al line.

As an approximation, we may take a fraction of the total error Ad corresponding to sin 450 to

estimate the error due to velocity uncertainty. If the velocity uncertainty accumulates at a

rate of Av knots, its total value in a 10-minute interval will be 0.167 Av. Thus, the error

component due to velocity uncertainty is

0.707 x 0.167 x Av _ 0.118 Av
e - sin 13 sin 3

For values of ý3 lying between 30P to 900, this would result in an error ranging from 0.236 Av

to 0.11 Aiv. Thus, a 3-knot inertial navigation system would introduce errors in the position

fix amounting to 0.35 to 0.70 nautical mile. These errors are in terms of d values andrms
should be added to errors in altitude reading on an rms basis.

From the preceding analysis we conclude that a navigation system based on angular meas-

urements of satellites having a standard deviation of 1 minute of arc would have a d errorrmn
of about 2 nautical miles.

6.3.2.2. Satellite Coverage. Consideration will now be given to the continuity of coverage

which can be obtained from various numbers of satellites operating in 4-hour polar orbits at

altitudes of 3440 nautical miles. The somewhat optimistic assumption that successful observa-

tions are possible if the satellite is anywhere above the observer's horizon simplifies the analy-

sis. Thus, a satellite at 3440 nautical miles covers a circular area constituting 25% of the

earth's surface. With its apex at the center of the earth a cone intersecting this circle would

have a half-angle of 600. We also assume that the phases of the various satellites in their orbits

are randomly distributed. Otherwise the satellite would have to carry additional equipment and

fuel to provide for control of its flight path in order to maintain the desired phasing among the

various satellites.

If an observer near the earth's surface could lie directly on a subsateUlte track, he would ob-

serve the satellite for 1/3 of its totalorbitalperiod, the gap in coverage thus being 66.7% of the total

time. If two satellites passed over his position in the same manner, the percentage of time

during which neither one would be in view would range from 33% to 67% (depending on the rela-

tive phase relationship of the two satellites), but on the average would be 44.4%. For three and

four satellites the gap in coverage would average 29.6% and 19.8%, respectively. If path control

of the satellites were maintained, the phase of the individual orbits could be controlled so that

only three satellites passing over a given point would reduce the coverage gap to 0%.

The distribution of time intervals during which coverage gaps exist is also of interest. In

an area covered by a single satellite these intervals would all be equal to 67% of the orbital
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period, or 160 minutes. In an area covered by two satellites the intervals would range from 0

to 160 minutes, with a constant probability throughout this range. Frequency of gaps in coverage

and their duration are shown for various numbers of satellites in Table XV and Figure 53.

TABLE XV. COVERAGE GAPS WITH 3440-NAUTICAL-MILE-ALTITUDE SATELLITES

Total No. of

No. of Coverage Gap Total No. Ave. Length Gaps/Day
Satellites (% of total time) of Gaps/Day of Gap (min) Longer Than 1 Hr

1 66.7 6.0 160 6.0
2 44.4 8.0 80 5.0
3 29.6 8.0 53 3.1
4 19.8 7.1 40 1.7
8 3.9 2.0 28 0.2

Note: This graph applies
to angle-measuring
-satellites operating
at 3440 n mi altitude

40
SSatellites

303 Satellites
2 8 Satellites

2C"/ 2 Satellites
S20

"0 60 120 180

COVERAGE GAP INTERVAL (min)

FIGURE 53. DISTRIBUrION OF COVERAGE-GAP
INTERVALS FOR VARIOUS NUMBERS OF
SATELLITES PASSING OVER AIRCRAFT

If four satellites were placed in polar orbits with random phasing, the geographical area near

the North Pole would have a coverage pattern similar to that shown for four satellites. The

geographical area at latitudes of less than 300 would have a coverage pattern similar to that

shown for two satellites.

The coverage pattern just discussed applies to a position fix method which would require

only a single satellite. For this method the sun would not be useful. Its slow rate of angular

movement would require an excessive time for obtaining a position fix.
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As an example of the use of Table XIII and Figure 47, consider an aircraft flying in an area

passed over by four of the total number of satellites in orbit. Coverage gaps ranging in length

from 0 to 160 minutes would occur. According to Table XV, 7.1 gaps occur per 24-hour day,

or 2960 per 10,000 hours. Figure 47 indicates that 19 of these 2960 gaps would have a total

duration between 60 and 61 minutes.

Let us next consider the case in which a position fix is obtained by observing two celestial

bodies simultaneously. We assume that the sun would be available 50% of the time and that the

satellite would be randomly phased. The results are shown in Table XVI; even at a location

passed over by four satellites, substantial periods would exist during which double coverage

would not be available.

TABLE XVI. GAP IN DOUBLE COVERAGE

No. of Satellites
To Be Used in Conjunction % of Time Two Bodies

with Sun* Are Not Available

1 83.3
2 66.7
3 52.0
4 39.7

5 30.2
6 21.9
7 16.0
8 11.7

*The sun is assumed to be available 50% of the time.

From the data presented above, it is possible to draw conclusions concerning the number

of satellites required to give satisfactory system performance. If four satellites and the sun

were used, the number of gaps occurring for two-body navigation methods would require a 3-

nautical-mile/hour d Inertial system to keep the total navigation error within 6 nauticalrms

miles drms* By increasing the number of satellites to eight, the double coverage is available

all but 11.7% of the time. A 6-nautical-mile/hour inertial system would probably be adequate.

If a fix method requiring only a single satellite were used, four satellites would give results

roughly equivalent to eight satellites and the sun for two-body methods. For four satellites a

gap longer than 100 minutes would occur at high latitudes once every 24 to 36 hours. At lower

latitudes it would occur once every 8 hours. With eight satellites gaps of 100 minutes or longer

would occur less than once a month at high latitudes and once every 36 hours at low latitudes.

The system performance can be determined by relating these results to Figure 54. We conclude
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Inertial Error (dins in n mi/hr)

Fixed Component of
Satellite Error (drms in n ml)

30
Note: Total Satellite erxror is
rms combination of fixed
component and component 1.0 1.414

Scaused by velocity uncertainty o
Fixed component and component 3
caused by velocity uncertainit/ 3.0 1.414
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FIGURE 54. ALLOWABLE FIX-RENEWAL INTERVAL OF
ANGLE-MEASUREMENT SATELLITE SYSTEM

COMBINED WITH INERTIAL SYSTEM

that for a given number of satellites, a navigation system using angle-measuring techniques

would give substantially better coverage, than the TRANSIT system. The angle-measuring sys-

tem is workable with four satellites, but should use at least eight satellites in order to give
coverage which could reasonably be referred to as "continuous." With this continuous coverage

a relatively low performance Inertial system would be adequate.

6.3.2.3. Reliability. In considering the reliability of the system, we should recall that it is

intended to be used not only for the primary purpose of radio celestial position-ftxing navigation,

but also as a supplementary inertial navigation system, as a north reference, and as a vertical

reference for attitude control. Although the system is capable of performing these multiple

functions when it is operating normally, certain types of malfunctions would interrupt allof them.

In particular, a failure of the Inertial navigation portion of the system would result In a complete

interruption of service. Consequently, in assessing the cost and reliability of the system, it

would not be justifiable to consider one type of navigation as a backup source for the other, un-

less duplicate equipment were provided.
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The user's navigation equipment is a relatively complex electromechanical system as com-

pared with that required for other satellite navigation systems; the accuracy of the entire system

depends on maintaining accurate adjustment. Its reliability as an accurate navigation device

would therefore demand consistently high-grade maintenance and operating procedures.

6.3.3. SIZE, WEIGHT, AND COST. The complete cost of a radio-celestial system in an air-

craft has been roughly estimated as $20,000 to $30,000. This would include the electronics

(consisting of antenna receiver and pointing mechanism), but not the vertical reference system.

The vertical reference system would not only be used in connection with the observation of

satellite position, but would also supply an inertial navigation capability. Cost data on inertial

navigation systems indicate that the cost of the vertical reference system would probably be

considerably more than the cost estimated above for the remainder of the system.

The figures quoted are only for the equipment Itself; if the aircraft structure had to be

modified to accommodate the receiving antenna, the installed cost, size, and weight of the sys-

tem might be substantially increased.

The weight of all equipment, Including the vertical reference system, Is claimed to be 300

"to 375 pounds; about 75 pounds is required for the vertical reference system.

6.3.4. PROBLEMS OF INTRODUCTION AND USE. In the development and application of the

angle-measuring method of navigation, three distinct phases can be Identified. First, feasibility

of the system would be demonstrated analytically and experimentally. Then, if this demonstra-

tion were successful, prototype equipment would be developed. Finally, a complete system of

ground-based equipment and satellites would be installed with coincident construction and instal-

lation of the user's equipment.

Realistic estimates can be made only for the first phase of such a program. An analytical

study would be performed to establish a strong presumptiun of feasibility and to evaluate the

system objectively. In the following experimental program several satellites would be con-

structed and launched, with the intention that one or two of them would be successfully placed

in orbit. Experiments could then determine the accuracy with which the orbit of each satellite

could be tracked and predicted. At the same time the user's equipment would be developed and

tested to determine the potential accuracy of the system, as well as its other characteristics.

Three or four satellites would be launched at a complete cost (including the launch vehicle)

of $1,000, 000 each. Studies of tracking and orbit prediction, made In sufficient detail to demon-

strate feasibility, would cost perhaps $500,000. Development and test of user's equipment would

require an additional $,1,000,000 to $2,000,000. Thus, a feasibility demonstration program

would appear to cost from $5,000,000 to $7,000,000.
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Although a full-scale experimental project designed to demonstrate feasibility is necessarily

a multi-million dollar program, the initial step, consisting of an analytical evaluation, can be

performed at relatively little expense. This part of the program could be completed and re-

viewed before commitments were made for carrying out the remainder of the program. An

experimental program could also be conducted, at very limited expense, if intermediate-altitude

satellites orbited for other programs could be used for preliminary studies of angle-measure-

ment system performance.

6.4. RANGE-MEASURING SYSTEMS

6.4.1. SYSTEM OPERATION. Aircraft navigation systems have been proposed which use

radar ranging from satellites to obtain position fixes. Like other navigation satellite systems,

this technique is intended to provide all-weather navigation capability and largely continuous

coverage at any point in the world.

One representative system has been proposed by the Fairchild Stratos Corp. [75]. Position

of the aircraft in the proposed system would be determined by using information on range ob-

tained by means of pulse signals transmitted between the aircraft and two or more satellites.

Several variations of the method would be possible:

(a) Ranging by using a pulse from the aircraft to trigger a responder in the satellite.

(b) Ranging by comparing an accurate clock installed in the aircraft with one installed in

the satellite.

(c) Evaluating the differences in arrival time of accurately timed pulses from the various

satellites.

The third of these methods is the one recommended by Fairchild for civilian application.

It would work in the following manner. A total of twelve satellites would be placed in 24-hour

orbits in a configuration permitting complete coverage of the earth. Each satellite would carry

a clock having an accuracy of I part in 1010. The satellite would also carry a receiver so that

tKi clock could be reset from the ground every 500 seconds. The maximum drift of the satellite

clock would therefore not exceed 0.05 geec, corresponding to a range error ot.QQ009 nautical

mile.

Each satellite would use a small stabilized antenna to send out a 1000-Mc signal in a train

of pulses 2 Asec long emitted once a second. An average radiation power of 10 watts and a 200

beamwldth would be used. To permit accurate ranging, the satellite clbck would control the

time of occurrence of each pulse. Each pulse train would consist of 500 pulses, somewhat ir-

regularly spaced within the pulse train, so that an electronic gating circuit within the aircraft

would lock onto the pulse train in only one position of the gate.
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The pulse trains of the various satellites would be emitted in a rigidly maintained sequence

in order to permit the aircraft navigation system to identify the source of a given pulse train by

its time of arrival. If 12 satellites were used, each of the 12 would emit a pulse train in sequence,

one pulse train being emitted by a satellite every 1/12 second.

The navigating aircraft would receive the pulse signals by moans of an unstabilized an-

tenna and a receiver. The aircraft would also carry a clock with an accuracy of 1 part in 108

for use in range determination. The aircraft position would be determined by measuring the

difference in the arrival times of the pulses from two or more satellites. As indicated previously,

the satellite from which a given pulse was emitted could be determined by its time of arrival.

The time interval between pulses from different satellites could also be determined. For

both of these purposes a clock of relatively low accuracy would be adequate.

If accurate information were available on the time interval between the arrival of pulses

from two satellites, on the position of the satellites, and on the altitude of the aircraft, the

position of the aircraft could be established as lying along a curved line on a geocentric sphere

at the aircraft's altitude. Observation of this time interval for two different pairs of satellites

would thus provide a position fix for the aircraft. A minimum of three satellites is required

to provide such a fix.

In order to compute aircraft position, the data on position and pulse timing of each sat-

ellite and the flight program of the aircraft would be inserted, before the flight, into the mem-

ory of a computer carried by the aircraft. For the selected flight program a set of desired

range differences for given satellite pairs could be defined as a function of the aircraft position

along the flight path. In the computer the two measured range differences would be compared

to the desired differences, giving two range-difference errors. A coordinate resolver would

use these errors to determine the deviation of aircraft position from its desired path in earth

coordinates. This deviation from the desired path could then be corrected either manually or

automatically. If the aircraft position could be maintained close to the original program, the

aircraft computer could be considerably simplified. It is claimed that the memory require-

ments would then not exceed a few thousand bits per hour.

Strictly speaking, the position fixing method just described is not a range-measuring

method, but a range-difference-measuring method. The measurement technique, based on

the accurate determination of time intervals, is common to both methods.

The position of a 24-hour satellite in an equatorial orbit would remain fixed with respect

to earth coordinates for any observer on the earth's surface. If the 24-hour satellite were in

an inclined orbit, its position would appear to follow a figure eight with a period of 24 hours.
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Its ability to maintain fixed or repetitive positions with respect to the earth will be affected

by several factors. If the orbit deviates from exact circularity, does not have exactly a 24-

hour period, or does not have an inclination of exactly 00, its position will not remain fixed

and must therefore be represented by more complex ephemeridal data. Another factor affect-
ing the satellite orbit is the perturbations caused by the tidal effects of the sun, the moon,

and other planets. Some or all of these effects could be avoided if station-keeping were

adopted to maintain the satellite in a fixed orbit. Although a detailed study might indicate that

the use of station-keeping methods would be justified, the present analysis will be limited to
the consideration of systems using randomly spaced satellites in order to be consistent with

the analysis of other satellite methods in this report.

The complexity of the satellite portion of the range-measuring system would be about the

same as that of the TRANSIT system and greater than that of the angle-measuring system. The

satellites would have the functions of antenna stabilization, reception of information from the

earth, accurate time measurement, pulse generation and transmission, and power supply.

They would have to be placed in relatively high orbits with very good accuracy.

6.4.2. SYSTEM PERFORMANCE

6.4.2.1. System Accuracy. The sources of error in this system include the errors in
knowledge of satellite position and in the process of determining range differences.

The satellites would be placed in 24-hour orbits. ft should be possible to predict these

orbits for long periods of time, since atmospheric drag is absent and the satellites would be
outside the range of appreciable variations in the earth's gravitational field. Gravitational

effects of the sun and moon would cause slight perturbations of the ideal circular orbit which
should theoretically be corrected in the navigation process; but they could be ignored, if they

were not required to obtain the accuracy needed for navigation purposes.

Although no detailed data have been obtained on the accuracy of 24-hour satellite-positlon

determination and prediction, there is no reason to doubt that this can be kept high enough to

be used for navigation purposes.

Errors in range-difference determination would be caused primarily by drift of the sat-

ellite and aircraft clocks, limitations of the range gating circuits, and atmospheric effects.
It is claimed that this error would not exceed 0.05 nautical mile. It should be kept in mind

that the error referred to is the discrepancy in range-difference. The error in determining

aircraft position will generally be larger than this. For certain unfavorable relative positions

of the satellites or aircraft the range-difference discrepancy could be multiplied many times.
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For example, consider two satellites separated by only 1000 nautical miles. A range-differ-

ence error of 0.05 nautical mile would move the line of position about I nautical mile. This

represents an extreme case; in general, position-fixing errors of as much as 0.5 nautical

mile due to unfavorable geometry would be unlikely if a total of 12 satellites were used.

The effect of errors in aircraft altitude could be eliminated by making an additional range-

difference measurement, but it is unlikely that this additional complexity would be Justified

for the accuracies required for commercial navigation. Another possible source of error

would result from attempts to simplify the equations used in position-fixing.

Without attempting to perform detailed error analyses, we think that this method would

be capable of navigation accuracies at least equal to and possibly better than the other methods

considered in this report. A 1-nautical-mile drms may be a good estimate.

6.4.2.2. Fix-Renewal Intervals. The range-measuring method described in this report

requires that three satellites be in view simultaneously. A method suggested for providing

this coverage would use 12 satellites. Three satellites would be placed in each of four orbital

planes parallel to the four surfaces of a tetrahedron. If the satellite positions were not con-

trolled, an average of four satellites would be visiole from any point on the earth's surface,

but variations in this coverage would occur. Fewer than three satellites would be observable

15% to 20% of the time. During these gaps a dead-reckoning method of navigation would be

required.

If the 12 satellites were maintained in synchronized rather than random orbits, it would

be possible to keep three continuously within view of any point on the earth's surface. Posi-

tion fixes could then be provided continuously, eliminating the need for a complementary dead-

reckoning system. Relative positions of at least three satellites favorable to high-accuracy

position fixes could also be maintained by this means. Because of these substantial improve-

ments in system performance, there is a strong incentive for adopting synchronization of

satellite orbits; a detailed study is required to determine the feasibility and economy. But, as

indicated previously, our analysis is limited to satellites using random rather than synchro-

nized orbits.

6.4.3. SIZE, WEIGHT, AND COST. At this time it is difficult to provide firm information

concerning size, weight, and cost of range-measuring systems, since these systems have not

yet passed beyond the preliminary concept stage. The data of Table XVII were supplied by

Fairchild Stratos Corp. as very rough preliminary estimates for production versions of the

airborne equipment.
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TABLE XVII. ESTIMATES OF RANGE-MEASURING SYSTEM

Cu Ft Weight (lb) Watts Cost

Receiver 0.5 20 25 $3000

Computer 1.0 30 50 3000

Display 0.05 2 0.5 250
1.55 5 75.5 $6250

The estimates exclude the altimeter and aircraft controls of the airplane and are limited

to those items directly used for aircraft navigation. The size, weight, and cost figures rep-

resent the characteristics of a system using advanced methods of miniaturization; therefore,

the figures refer to equipment which would probably be available about the year 1970.

Because of the preliminary nature of these estimates, it is not clear that they allow ad-

equately for unforeseen problems which are almost certain to appear in the detailed design

and operation of the system. In addition to the primary task of solving a set of hyperbolic

equations, provision must be made for such features as identification of satellites; insertion,

storage, and retrieval of ephemeridal data and aircraft altitude; abnormal flight paths and

conditions; and special corrections. Equipment which provided for these and other unfore-

seen requirements would very likely exceed the figures quoted. Instead, a system costing

from $10,000 to $12,000 might be called for. Corresponding increases in equipment size and

weight (of 2 to 3 cu ft and 75 to 100 pounds) should also be realistically expected.

Equipment for a range-measuring system is in many respects similar to that used in

TRANSIT. It contains many of the same components (e.g., receiver, clock, memory, and com-

puter), and computing position for two range differences from three satellites is probably

similar in complexity, if not in the detailed statement of equations, to that of TRANSIT. On

the other hand, the equipment of the range-measuring system is somewhat simpler than that

of the TRANSIT system. To make corrections for ionospheric refraction, the TRANSIT sys-

tem requires the use of two receivers. It also requires additional computation of correction

data for ionospheric refraction and for aircraft motion.

From these considerations, one would expect that the size, weight, and cost of the equip-

ment for the range-measuring system would be appreciably less than that for the TRANSIT

system. This Is borne out by the difference in costs quoted for production versions of the two

systems, although the amount of the difference between the two quoted costs seems excessive.

Comparing quoted size and weight is inapplicable because of the different assumptions on

which the estimates were based.
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6.4.4. PROBLEMS OF INTRODUCTION AND USE. Certain features of the range-meas-

uring system require techniques which are near or somewhat beyond the limit of the present

state of the art, particularly in connection with the accurate clocks and 24-hour satellites.

The method depends on the use of very accurate time references which are just now be-

coming available commercially. For example, the National Company, Inc., of Malden, Mass.,

makes the automichron, based on the use of a cesium beam. This has a long-time accuracy

of I part in 1011. It can be placed in a cylinder 4 inches in diameter by 2 feet long, which is

small enough to put into a satellite. But the performance of such devices under the environ-

mental conditions associated with launch and space flight remains to be demonstrated.

Another problem is the cost and difficulty of getting a satellite into a 24-hour orbit. The

satellite for the range-measuring system is estimated to weigh about 200 pounds. The rel-

atively great altitude of the orbit (20,000 nautical miles) requires a large booster. There are

also difficulties in establishing a satellite in an equatorial orbit from a launching point which

is far from the equator.

If synchronized satellite orbits were adopted, methods of station- keeping would have to

be incorporated in the satellite so that it would maintain a fixed position with respect to the

rotating earth. Such methods would require applying thrust to the satellite in accordance with

tracking data on it. varying position. If such thrust were provided by chemical propulsion

units, the life of the satellite would be limited by the amount of fuel which could be carried.

On the other hand, if methods of ionic or electric propulsion were adopted, the total amount

of mass required for reaction purposes would be small enough to permit a long life.

It should be noted that problems of launching and controlling the orbits of 24-hour sat-

ellites are actively being worked on in connection with other space programs for meteorolog-

ical and communications satellites. Although some time may be required before 24-hour sat-

ellites can be used successfully, it is anticipated that such problems will eventually be solved.

Additional investigation of range-measuring methods would preferably begin with a feas-

ibility demonstration. The simplest and most economical method of demonstrating feasibility

experimentally would be to make use of 24-hour satellites launched in connection with meteor-

ological or communications programs. If it were not necessary to test the feasibility of sat-

ellite-borne high-accuracy clocks, the only modification necessary for using satellites from

other programs would be to specially modulate their radio signals. Although the complete

system would require the simultaneous observation of three satellites, it would be possible to

conduct dkperiments with only one satellite available. For this situation, range measurements

rather than range-difference measurements would be made, and position would be determined
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in terms of a line of position rather than a single point. From this measurement an error in

a single coordinate of the position fix could be established at a given point on the earth's sur-

face. From a number of measurements at different distances from the sub-satellite point,

sufficient information could be obtained to establish the accuracy of the system. A program

of this type, making use of satellites launched for other purposes, is estimated to cost between

$250,000 and $350,000.

If feasibility could be demonstrated in this manner, a more elaborate program could

follow to provide a full-scale system test. Estimates given in Section 6.3.4 of $5,000,000 to

$7,000,000 for an experimental program designed to demonstrate the feasibility of an angle-

measuring system can reasonably be assumed to apply to the range-measuring system, too,

although the distribution of costs in the development of the satellite's and user's equipment

might be considerably different.

6.5. CONCLUSIONS AND RECOMMENDATIONS

6.5.1. SYSTEM CHARACTERISTICS

6.5.1.1. TRANSIT System. A navigation system based on the observation of the TRANSIT

satellite whose characteristics might make it suitable for aircraft installation is currently

under development. It appears that such a system would be capable of providing aircraft

position fixes with an error whose d rm value is the rms combination of 1.58 nautical miles

and 0.24 times the velocity uncertainty in knots. Based primarily on information obtained

from the Applied Physics Laboratory of Johns Hopkins University, the estimate of the cost

of equipment installed in the aircraft ranges between $20,000 and $30,000. If miniaturized

components are used, the size and weight of production versions oi the equipment are ex-

pected to range from 3 to 5 cu ft, and 100 to 125 pounds.

The operational system presently planned will place four TRANSIT satellites in orbit. At

the equator, this number would provide fix renewal intervals which would average about 120

minutes and range from 20 to 220 minutes. At 450 latitude the intervals would average about

60 minutes and range from 20 to 110 minutes.

Performance characteristics of the TRANSIT system in combination with an inertial sys-

tem and a doppler system are shown in Figures 47 and 48, respectively. For flights at 450

latitude the TRANSIT system, in combination with an inertial system having an accuracy of 3

nautical miles/hour d rms, could keep the navigation accuracy to an average d rm value of

3.5 nautical miles with occasional excursions to 6 nautical miles. For the fix-renewal Inter-

vale characteristic of the TRANSIT system a position fixing accuracy better than the 1.58
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nautical miles available from the TRANSIT system would provide no significant improvement

in performance.

If eight satellites were used instead of four, the average fix-renewal intervals would be

approximately cut in half. The TRANSIT system in combination with a 3-nautical-mile/hour

inertial system would then keep the d rms navigation accuracy to an average value of 3 nauti-

cal miles, with occasional excursions to 4.5 nautical miles.

Because of the low operating altitude of the satellites, an extensive ground-based net-

work of tracking, computing, and data distribution equipment is required. Operating costs

would be largely covered if the Navy were to continue maintaining the system. Otherwise,

the operating cost would add appreciably to the expense of this navigation method, even if

distributed over the many aircraft which might use it. To maintain eight satellites in orbit

would cost from $4000 to $8000 annually per aircraft.

Thus, the TRANSIT system, combined with a relatively high-performance inertial navi-

gation system, is capable of providing aircraft navigation of moderate accuracy, but is com-

patible with a doppler system of 1% or 1.5% accuracy only for subsonic aircraft. The pri-

mary disadvantages of the system are its relatively long and uncertain fix renewal interval,

and the extensive ground-based network required for it. Major design problems which re-

main to be solved at the time of this writing are the loss of signal continuity during a sat-

ellite pass, the problems of orbit prediction, and the need for a simple but accurate method

of position computation.

6.5.1.2. Angle-measuring Systems. Navigation systems based on the use of angle meas-

urement of satellites have been proposed. The equipment would be similar in nature to the

radio sextant AN/SRN-4 developed by the Collins Radio Co. for the U. S. Navy, but would have

to be reduced in size and weight. A navigation system of this type might be capable of pro-

viding position-fix measurements to an accuracy of 2 nautical miles drms, but this would

require great care in the design, operation, and maintenance of the system, particularly with

respect to the vertical reference and radome equipment. Although the accuracy of the angle-

measurement system is not significantly different from that of the TRANSIT system, it would

provide much better coverage with a given number of satellites. If eight satellites were pro-

vided and a one-body method of position-fixing were adopted, the coverage would be largely

continuous. If four satellites were provided and the position-fixing capability were combined

with the dead-reckoning capability of a 3-nauttcal-mile/hour drms system, the accuracy would

remain in the neighborhood of 3 nautical miles/hour d rm except for one or two occasions

for 24 hours of flight time when coverage gaps in excess of one hour would be experienced.
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The satellite and ground-based equipment required for an angle-measuring system is

relatively simple, but the aircraft equipment is complex and bulky. The complete cost has

been roughly estimated at $20,000 to $30,000 (exclusive of the vertical reference system).

All equipment, including the vertical reference system, is estimated to weigh 300 to 375

pounds, and to occupy 15 to 20 cu ft. Additional costs would be incurred if substantial modifi-

cation of the aircraft were required to accommodate the equipment installation.

In addition to the position-fixing capability, an angle-measuring system of the type de-

scribed here would also provide an inertial navigation capability and would permit very ac-

curate heading and altitude measurements. These added capabilities should be taken into ac-

count in comparing the system with other types of satellite navigation systems. On the other

hand, certain malfunctions of the system would have the effect of simultaneously eliminating

several capabilities from the overall navigation system, unless portions of the aircraft equip-

ment were carried in duplicate.

Although some of the equipment concepts of the angle-measuring system are already

under development, its feasibility remains to be established. Questions remain to be resolved

concerning the potential accuracy of a system whose size, weight, and cost must be tailored

to the limitations of aircraft installation.

6.5.1.3. Range-Measuring Systems. Navigation systems based on the use of range-

measurement methods have been proposed but are not yet in development. One method which

has been suggested would fix the position of the aircraft by observing two sets of instantaneous

range differences between pairs of satellites, these range differences being measured as

time intervals between the arrival of a pulse train from each of the satellites.

This system should be capable of providing position fixes with a drms error of about

one nautical mile. Instantaneous rather than running fixes would be available. It would re-

quire a total of 12 satellites (assuming random phasing) operating in 24-hour orbits to keep

the coverage gap down to 15 to 20% of the total time. The aircraft equipment should be some-

what simpler than that used with the TRANSIT system; it is estimated to cost $10,000 to

$12,000, to weigh 75 to 100 pounds, and to occupy 2 to 3 cu ft.

This type of system should be at least as accurate as TRANSIT and would be much more

rapid and continuous in fixing position. On the other hand, it requires a total of 12 satellites

operating at the high altitudes required for 24-hour orbits. Since its development has not

been initiated, its technical feasibility has not yet been demonstrated, but no exceptionally

difficult problems are anticipated. A development program would take several years to reach

the present status of the TRANSIT system.
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6.5.2. APPLICATION TO AIRCRAFT NAVIGATION. The current stage of development

of the satellite concept of navigation makes it unlikely that such methods could seriously be

considered for installation in new aircraft which will be flying during the early years of the

19e5 to 1975 time frame with which this study is concerned. For example, the present sched-

ule for the development and construction of the supersonic transport calls for its introduction

to begin around 1970. In order to be accepted for use as a part of its navigation system,

equipment must be completely developed by about 1964 or 1965. This is clearly out of the

question for angle- or range-measuring systems. The development of the TRANSIT system

is much farther along. It is conceivable but unlikely that it could be ready by such a date; its

accuracy remains to be completely evaluated, and there are still a number of system design

problems to be resolved.

If we are considering the latter portion of the 1965 to 1975 period, the major emphasis

in new aircraft construction is likely to be placed on supersonic types. Since new, rather

than existing, aircraft offer the best possibility for application of radically new navigation

methods, it is instructive to consider the satellite methods of navigation in terms of their

application to supersonic aircraft.

One conclusion reached by most operators of surface vessels is that any newly developed

navigation system must be accepted by merchant marineF of all nations and that the user's

equipment must be established as standard requirements within the international "Rule of the

Road" agreement [76). This involves general agreement on policy matters, operating pro-

cedures, frequency band assignments, etc. We may assume that a similar policy would apply

to the use of satellites for air navigation purposes.

Reference 77 notes thaLthe introduction of the supersonic transport would be the result

of a joint government-industry team effort on one type of vehicle for each country involved.

The navigation equipment of the transport would therefore be selected in accordance with the

recommendations of the governmental regulatory agency concerned with the aircraft's de-

velopment. This would be favorable to the introduction of a satellite system, since a co-

ordinated effort could be made to fit the satellite and ground-based system to a specific de-

sign for the aircraft equipment. But it would still be necessary to obtain agreement among

countries on a specific system.

Reference 75 notes that a new system must be able to show very substantial economic
and technical advantages (when compared to other existing and proposed long-distance navi-

gation aids) before it will be favorably received and seriously considered for adoption. The

general requirements for a navigation system suitable for supersonic transports are dis-

cussed in Reference 77. The system, consisting of both equipment and operator, must, of
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course, be capable of providing navigation information accurate enough to meet the specifi-

cations laid down for both safety and economy. The equipment must not only have the inherent

capability for such accuracy, but must operate reliably: by using reliable equipment and

techniques, providing redundant information through several types of navigation equipment

which complement each other, and permitting the operator to Judge the usefulness of the

available information. At least some of the equipment should be very simple and trouble-

free, even though it has limited accuracy. This simple equipment may be supplemented with

more sophisticated equipment with limited reliability but much higher accuracy. The infor-

mation presented directly by the more accurate equipment should be optionally available in

terms of heading and air speed, as well as in combined form. This would permit the navigator

to monitor the operation of the equipment and check the validity against output data of the

simpler equipment, usually provided as heading and air speed. The navigation system must

also be capable of considerable automation, in order to minimize the work load placed on the

crew members and lessen possible mistakes (blunders) and delays.

6.5.2.1. Position-Fixing Performance. Satellite navigation systems can provide position

fixes whose drms errors are generally in the range of 1 to 3 nautical miles. This perform-

ance is sufficient for the navigation of all types of over-ocean aircraft.

The rapidity and continuity of position-fix information vary considerably among the three

types of system discussed. The TRANSIT system with eight satellites would provide mar-

ginal fix-continuity performance, but would nevertheless be suitable for use with a relatively

high-performance inertial system. The angle-measuring and range-measuring methods pro-

vide much better continuity, which could be considered quite satisfactory for supersonic air-

craft navigation.

In operating supersonic aircraft, great importance is likely to be attached to maintaining

preassigned flight schedules and routes. This should be facilitated by the short flight time

and the high altitude which keeps the aircraft above most of the bad weather. The regularity

of the schedule could simplify the computation procedure and equipment by permitting pro-

computation or minimizing the amount of data storage. Provision would still be required for

unusual flight conditions, but somewhat reduced convenience, accuracy, or speb/i of position

fix might be acceptable if these conditions did not occur frequently.

6.5.2.2. Reliability. Reference 77 states that the more complex and accurate types of

aircraft navigation equipment in use today, though potentially capable of much higher precision

than a human navigator, have only about 60% reliability in the most precise modes of operation.
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For an additional 20% of the total time information can be provided with about the same ac-

curacy as by the human navigator, and for the remaining time it is much less accurate.

The reliability performance of the aircraft-equipment portion of the TRANSIT system

would appear to be about the same as that of the existing equipment described in Section

6.2.2.4. In the absence of more detailed information, range-measuring systems are estimated

to have about the same reliability as the TRANSIT system. Angle-measuremqnt systems are

rather complex and would, if anything, be somewhat less reliable than the TRANSIT system.

Also, the vulnerability of thiir position-fixing, inertial-navigation, and heading-reference

capabilities to a single malfunction has been noted previously.

6.5.2.3. Automaticity. Each of the navigation methods investigated in this report in-

corporates automatic equipment which computes position. However, it is unlikely that they

could operate without some attention on the part of the crew. This might consist of calibrating

and adjusting the equipment, inserting data, checking the validity of the solution, and handling

special conditions. Good judgment would thus be required in using the equipment. The meth-

ods do have the advantage that they will be able to provide output data in a form which can be

directly compared with position fixes provided by other methods; hence, their performance

can be directly monitored and major mistakes avoided.

6.5.2.4. Size and Weight. The estimated size and weight of the aircraft's equipment may

be compared with the total size and weight of the present navigation system of the B-58, whose

design may be considered representative of a supersonic commercial aircraft. The present

B-S8 navigation system weighs approximately 600 to 700 pounds and occupies approximately

80 cu ft [77]. If the present analog system is converted to a digital system, it should be pos-

sible to reduce its size and weight still further. For a commercial application, the total size

and weight might require a total allowance of 200 to 300 pounds and a size of 50 cu ft.

The range-measuring system with an estimated weight of 75 to 100 pounds and size of

2 to 3 cu ft for the miniaturized version of the equipment would constitute a relatively large

part of the weight allowance mentioned above. An angle-measuring system estimated at 300

to 375 pounds (including the vertical reference system) is very heavy; this is a serious dis-
advantage.

6.5.2.5. Costs. In evaluating satellite navigation methods the total costs to be considered

include the research and development and the installation and operation of the ground-based,

satellite, and airborne equipment.
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Estimated costs of the aircraft's equipment generally appear to be moderate for the

TRANSIT and range-measuring systems. They are much higher for the complete angle-

measuring system, but this may be justified by the additional functions performed.

The significance of the costs of constructing and launching navigation satellites, tracking

them, and computing and distributing ephemerldal data can best be judged in terms of the cost

distributed over the total number of aircraft which would make use of satellite methods of

navigation. The fleet of major U. S. carriers currently assigned to long-distance over-ocean

routes is estimated to consist of 116 turbojet aircraft and 194 turboprop and propeller-driven

aircraft. If the fleets of other countries are also considered, these figures would be increased

by 50% to 100%. A greater proportion of the foreign fleet consists of turboprop and propeller-

driven aWrcraft. It has been estimated that by 1975 the total number of flights across the

North Atlantic will increase by a factor of 3 or' 4. MoOt over-ocean flights will use super-

sonic aircraft. For rough estimates we may assume that a successfully operating navigational

satellite system might be used by 500 to 1000 over-ocean aircraft. Thus, in a system using

eight satellites, with the initial and operating costs for each satellite amounting to $500,000

per year, the cost of the system per aircraft (exclusive of the cost of the user's equipment)

would range from $4000 to $8000 per year. These figures could be substantially reduced if

the use of this navigation system were shared with aircraft and ship operators for both mili-

tary and civilian applications.

6.5.2.6. Other Characteristics. All the methods of satellite navigation described here

are capable of all-weather operation, since they operate at radio frequencies which are able

to penetrate clouds and rain. But for supersonic aircraft this advantage may be of limited

importance. Mach 3 aircraft are expected to cruise at altitudes normally between 60,000 and

80,000 feet. According to Reference 78, cloud cover at these altitudes is relatively infrequent.

For example, above 35,000 feet on the North Atlantic route and 50,000 feet at the lower lati-

tudes there is 95% probability of having less than 1/10 sky cover. As far as weather con-

ditions are concerned, manual or automatic methods of optical celestial navigation are clearly

capable of being used almost without Interruption. Satellite methods therefore have no special

advantage over such methods, with respect to all-weather operation.

The capability of satellite navigation systems to cover the world can be a very distinct

advantage over other methods of position-fixing with ground-basd installations covering only

a limited area of the earth's surface. Once In operation, the satellite system would cover the

entire surface of the earth. Other methods would require many installations, some of them

in distant and Inaccessible locations.
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The satellite methods discussed here are passive. Since the user's equipment would not

interrogate the satellite, it could handle any amount of traffic volume without saturation.

6.5.3. SUMMARY. A decision to adopt satellite methods must be made on the basis of

an overall view of the entire navigation problem; satellite methods must be compared with

alternative methods of position-fixing to arrive at the most suitable means of over-ocean

navigation.

Aircraft navigation by satellites appears to be economically and technically feasible.

Satellites would be capable of handling any volume of traffic and would provide world-wide

all-weather coverage. Used with random, rather than synchronized, orbits, they would provide a

position-fixing capability which is not continuous but must be combined with dead-reckoning

methods. In this manner it would be possible to navigate the aircraft with a d error fromrms
2 to 6 nautical miles. For certain methods the user's equipment would not be excessively

large or expensive. Overall system reliability may be open to some question, pending an ac-

tual system demonstration. All systems would require many installations of ground-based

and satellite equipment.

The TRANSIT system is now under development, and one using four satellites is scheduled

to be operational in 1963. More detailed information concerning its cost and performance

will become available as the program proceeds. For each of the other methods, a program

of research and development would be needed to bring the system to its full capabilities. De-

tailed analytical studies of particular systems can be made at limited expense. An experi-

mental demonstration using satellites launched for other purposes would cost from $250,000

to $350,000. A complete experimental demonstration of feasibility would cost from $5,000,000

to $7,000,000.

The characteristics of the three navigation methods discussed in this report are pre-

sented in Table XVIII.

We may also state the conclusions of this report in terms of the specifications contained

in the contract statement of work. Satellite methods of navigation should be available for in-

troduction and use only during the latter part of the 1965-1975 time period; TRANSIT would be

available earliest. With respect to fix-renewal interval, the TRANSIT system, even if expanded

to eight satellites, would not meet the requirement for a fix renewal every 500 nautical miles

for aircraft at speeds higher than Mach 1. The other methods considered would in general

meet this requirement except for occasional coverage gape. All systems would be capable

of providing position fixes with d values of 3 nautical miles or less.

rms
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In addition to its uses for aircraft navigation, satellite navigation systems would possibly

have two other applications. One would be to provide geodetic positioning, which would allow

very accurate determination of the relative location of points on the earth's surface. Another

would be the synchronization of clocks throughout the world. It is also possible that satellites

could combine navigation with other functions, such as communication; this would reduce con-

struction and launching costs.

The results and conclusions of the study of navigational satellites presented in this re-

port are necessarily based on incomplete information; hence, it is desirable to continuously

review new information. Since the development and evaluation of navigational satellites are

being actively pursued, more detailed and conclusive data will be forthcoming in the near

future. But unless major advances are reported, it is unlikely that the results and conclusions

reached in this report will be greatly changed.

If future research and development of satellite navigation methods is to be undertaken,

we recommend that these be initially confined to small-scale efforts primarily directed toward

investigating the critical factors likely to affect the success of proposed systems. This type

of investigation can be performed at a cost relatively small compared to that of a full-scale

test program.
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Appendix A
RADIATION OF VERY-LOW-PREQUENCY ENERGY FROM AIRCRAFT ANTENNAS

The problem of radiating significant energy in the VLF spectrum can be demonstrated by

considering a simple idealized antenna. This will be a vertical antenna top loaded by a single

horizontal wire with the following dimensions:

f = 40 kc

height of vertical a 3 meters

length of horizontal = 30.5 meters

diameter of horizontal = 0.052 inches

We will assume that the top loading is ideal, so that the top current is equal to the base current;

and that the antenna is above a perfectly conducting ground plane.

With these assumptions the effective height (he) of the antenna is equal to its physical

height and the radiation resistance Rar can be computed [811

SR- 160 (2 128)

From the above data

Rar a 25.3 x 10" 5 ohm (129)

The reactance of a very small antenna is capacitive, and in this case, can be assumed due

to the capacitance between the horizontal wire and ground. The capacitance of such a wire is

given by Reference 82

7.354 1
log1 0 (4iVd) - S

If

h u 9.85 feet

d a 0.052 feet

I - 100 feet

S - 0.062

then

Cm 190 pf (131)
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Then, at 40 kc

X a 21,000 ohm (132)C

The aircraft antenna can be represented then as a resistance of 25.3 X 10-5 ohms in series

with a capacitive reactance of 21,000 ohms. The maximum power that can be radiated is limited

by both the efficiency and breakdown voltage across the antenna terminals. The efficiency is

difficult to predicc since it depends upon the particular aircraft installation, but the voltage lim-

itation itself will provide an upper limit on power.

If the breakdown voltage is 20,000 volts maximum peak [83], the maximum current is

max peak (133)

max V2 Z

I . 20,000 ', 0.674 amp (134)lmax V2 x 2 1,000

The maximum radiated power is then

P I m a I2 Rar (135)

P max = 115 x 10" 6 watts (136)

Although the antenna has been idealized, the idealizations are optimistic and illustrate the

problems of very high reactance and extremely low radiation resistances typical of aircraft

VLF antennas.
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Appendix 5
DERIVATION OF THE d"ms ERROR OF HYPIROUC.HYPRBOLIC,

HYPERBOUC-ELUPTIC, AND RHO-RHO NAVIGATION SYSTEMS

B.1. HYPERBOLIC-HYPERBOLIC SYSTEMS

A position lix is obtained from the intersection of two lines of position. In the vicinity of

the fix the lines of position may be assumed to be straight lines intersecting at an angle S. If

each line of position is in error by a small distance c, then the indicated position will be in

error by a distance d as shown in Figure 55. R is the true or actual position, and I is the Indi-

cated position. The displacement or error in the individual lines of position are eI and e2 , and

the sides of the parallelogram are then

p W 1 (137)
usin 8

£2
q " si--"e"(138)

Z_49:ý "I True LOP 2

/ VP

FIGURE 55. HYPERBOLIC-SYSTEM ERROR PARALLELOGRAM

From the law of cosines

d . p + q + 2pq cos a (139)

d. 2, 1 (lio +s 2 + 2c C oo (140)

2 1 (£2 £2 21 2 9)
sin 9

The error of each line of position e can be related to an equivalent error in the distance

difference or time-difference measurement. If we assume a receiver at location R and a trans-

mitter at M and 8 :1 as shown In Figure 56, the line of position at R defined by a time-difference

S~193I
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RI

•1 M

FIGURE 56. LOP ERROR DIAGRAM

measurement on the signals from stations M and S will be that line through R which ii the

locus of points with an equal propagation-time difference from M and S On a plane or at short

ranges on the earth such a locus is a hyperbola, but on a spherical earth it is not a simple curve.

If the distance from R to S1 is r 1 , and the distance from R to M is m, then the distance dif-

ference at R is

hR=r 1  m (141)

If we change the distance from R to each station by an amount Or, which is very small compared

to rI and m, then the distance difference at I is

AT- (r1 + Or) - (m - Or) -=r - m +28r (142)

The time differences corresponding to AR and Al are

ATR = R/Vp (143)

and
AT I A-/Vp (144)

where V is the phase velocity which can be assumed equal to c, the universal constant for the

velocity of light.

From Figure 56, by plane geometry, since 0* =

Or (145)
sin
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and if we let Ot be the change in time difference corresponding to the displacement c, then

8t AT - AT 2•r (146)

or

cat
or = (147)

and

cat (148)
2 sinO

Equation 140 can now be written as

sci2  [Ot)2 (3)2 2atot2 cooj

s i 0sn in #2+sin 01sin* (149

At each receiver location R we assume that many pairs of time-difference readings (ATs 1

and ATS2) can be made to establish the receiver position. Each determination will be accom-

panied by some radial-position error di obtainable from Equation 149. The drms radial error
of the system at each location will be defined as the square root of the following quantity:

n

d 2 d12  (150)rms "nii

This measure of accuracy is the same drms error defined and used by Crichlow [25] and

Jessel and Trow [23].

Combining Equations 149 and 150 we find

d 2  Ct2  +(Ct + 2 !C 1 t)oc2 [ ( tl ](tIO o 1 1rs 4sin 9 nsin 01n sin 2 02 nin*1 sin (151
drms 2 2 2 ni

If the population of time-difference measurements AT, is a normally distributed random
variable with mean ATR, then the variance of AT, is given by

n

V(AT) - E (ATIi - ATR)2  (152)
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but

ATi - ATR a ot (153)

or

n
a(T) (A (8ti)2  (154)

i

If we now refer to each time-difference measurement as AT 1 and AT 2 for measurements

involving slave stations S1 and S2' then

Vat Iat 2 2 p 
(155)n vrAT I AT 2

where p is the correlation coefficient for the time-difference measurements on the two slave

stations S1 and S2.

Finally

c - 2AT 2 2 2p snTl %T cosa 1/2

drms 2 sin s + 2 sin sin #2 (156)

B.2. RHO-RHO SYSTEMS

The derivation for the drms error of a rho-rho system follows closely that of the last sec-

tion. In Figure 57, range measurements are made on stations SI and S2 . If the receiver is at

R, the ranges to the two stations are rI and r 2 . The lines of position are actually circles but

may be approximated as straight lines near the receiver R.

Following the method of Section B.1, we find

P U .- 1 (157)

q z s- 2 (158)

If the range measurements are made by measuring the time of propagation of a signal from each

station to the receiver R,

TR1  1 (159)
U.;
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N -

loe N,

q P

r 2

TR2 - c (160)

If the range or time measurement is in error, we will have

rI1 + Or1

TII " c (161)

r2 + Or2

TI2 ' (162)T2 = c

or

O8r 1
TI - TR1 at -_ - (163)

S8 r 2

T12 - TR2 -t 2  =c (164)

I If both errors are positive (an increase in range) the erroneous position given by TII and TI2

"will be at I with a position error of d. The distance d in this case represents the short diagonal

of the error parallelogram and is given by

d2 = p + q2 _ 2pq coo 0 (165)
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However, in this case the lateral displacement of the LOP's, E, is simply 8r or
EI -0rI

6r 1
(166)

2 8r 2

and

c 8t1
p - c (167)

c at2  (168)

q s-in

Using the same definition of drms as in Section B.1 and, as before, letting

T1 = TI 1  (169)

T2 ' TI2 (170)

we find

d I 2 2 2 P cos9' (171)
rms si-n T 1  2 1 2 V

where p is the correlation coefficient between T1 and T 2 , The angle 0 is the angle subtended

by the two stations at the receiver, and, if we follow the notation of the last section and let this

angle be 20, then

9 u 20 (172)

and

d r 2 + 2 T 2 a cos 21 (173

rms sin2# (1T 1 2 PO 1T co2 )(13

B.3. HYPERBOLIC-ELLIPTIC SYSTEMS

At times in the past, consideration has been given to the possibility of using a hyperbolic-

elliptic system. Such a system would measure the time-of-arrival difference of signals from

two stations as well as the sum of the times of propagation from each station. This system, like

rho-rho, would require only two stations, but might benefit from the fact that the hyperbolic and

elliptical lines of position always cross at right angles.
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The drms error will be derived for three implementations of such a system. Figure 58

shows the three cases.

(a) The difference between rI and r 2 is measured directly as a time difference in a hyper-

bolic system, and the sum is derived from the difference measurement and one range measure-

ment.

(b) The difference between r 1 and r 2 is measured directly, but the sum ib the sum of two

range measurements (rI + r 2 ).

(c) Both the difference and the sum are derived from a range measurement of r1 and r 2

separately.

We will show that the third implementation wives a drms error identical to that of a rho-rho

system.

r1 1|

FIGURE 58. HYPERBOLIC-ELLIPTIC SYSTEM
GEOMETRY

B.3.1. DIRECT DIFFERENCE MEASUREMENT AND ONE-RANGE MEASUREMENT. The

method used here will again follow closely the method of Section B.1. Since hyperbolas and el-

lipses generated from the same two stations or foci are orthogonal trajectories, the error

parallelogram will be as shown in Figure 59 where the angle of cut between lines of position (9)

is always 900.

The position error can be expressed simply as

d up +q (174)

or

d c2 h 2 + 0e2 (175)

199



Institute of Science and Technology The University of Michigan

q ~d

True Elliptical LOP

0 
p

o - 90°

FIGURE 59. HYPERBOLIC-ELLIPTIC SYSTEM ERROR
PARALLE LOGRAM

where ch and C are the displacement error in the hyperbolic and elliptic lines of position.he

Again, from Equation 144,

Orh
Eh sin (176)

From Figure 60

Or
e -coo-e (177)

I 

____

be

True Elliptic LOP

R

S1 S2

FIGURE 60. HYPERBOLIC-ELLIPTIC
SYSTEM ERROR DIAGRAM
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and from a development similar to Equations 140 through 147,

S2 sina (178)

c at
C e (179)

and

2 . c2 [ ith' te ""d _L L 2 --- (180)

The sum of the distances to the stations can be derived from the time difference measure-

ment and one-range measurement as follows:

rI+ r2 -2r 1 - (r1 - r2) (181)

r1 + r 2
ZTR - c (182)

2r1
ETR -- - ATe (183)

If an error is made in measuring either the time difference or the range time (2rl/c), then

the time measurement of the sum will change by

o - 28tr + Oth (184)

ate 2 . 4 (trl)2 - 4 8t r1th + (Oth)2 (185)

Now

2 c (2  h 4 ) 2  4  1trl + (a) 1
"4 sin, coo coo 0 cosJ

From Equation 149 and with the method of Equations 152 through 154

2201I T PV ITOAT 02

s cnoo coo* c j

duj L~ ~ 1 AT(167
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"Td F T1  TT1%T1

2 2 2 (1)
d ii C+--

sin" 2# cos * Cos

where p is the correlation coefficient between the time-difference measurement AT and t'he

range measurement T 1I

B.3.2. DIRECT-DIFFERENCE MEASUREMENT AND TWO-RANGE MEASUREMEFTTS. If

both rI and r2 are measured separately to obtain r1 + r 2, then

(r 1 +r 2 ) -rI +r 2  (189)

and

6t e 6t + ot (190)
e rI r2 (1)

8te 2 = (trl) 2 + 2 0tOrtr 2 + tr2)2 (191)

From Equation 180

d2s c2  +~h (5tý 2 Otr I8t r2 ) +((192]d 4 -i-----n +-i-- (192)
s Cos cos2 cosj

and

OT 2 T 2p 0TlOT ] 1/ 2-
d ci 2r 12a

rm+ y cos2 + (193)drms "2 2 e••- o2---+
sn Cos o, * Cos ,

where p is the correlation coefficient between T and T2.

B.3.3. ONLY TWO-RANGE MEASUREMENTS ARE USED TO DERIVE BOTH THE SUM

AND DIFFRENCE. In a manner similar to that above,

ath N ot r 2  (194)

-(t )2-2&r Ot + (er 2 )2  (195)
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Combining Equation 180 with 188 and 192, we obtain the d error as beforerme

[: T1 2PTT2 qT2 2 T 12 2PuTlQT2 + T2 ]/

d 2 +. + (196)
dr 2 sin2 geirl 2 2 coo 2  _ coo2 0 c 82#

d c F 2+ 2_co /2

rms sini [T 4 T - 1lT 2 co1 2 (197)

It should be noted that this equation is identical to Equation 173, derived for a rho-rho

system.
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APedix C
CORRELATION COEFFICIENT BETWEEN TIME DIFFERENCES FOR A THREE-STATION FIX

When three stations, one master and two slaves, are used to obtain a fix by measuring two

time differences (ATV, AT2), there is some correlation between the readings because the master-

receiver path is common to both.

Let the transmission time t of each signal be a normally distributed random variable with

mean AI and variance -2that is, t is N(Ai, a). Let each time difference AT be represented

here for simplicity as T. Each T will be normally distributed. Let

T1 = t I - t M (198)

T2 = t2 - tM (199)

where the subscripts 1 and 2 refer to slave stations I and 2, and M to the master station. The

correlation coefficient P1,2 is then the correlation between T1 and T2 and is given by

PITaE[(Ti -
MTj)(T2 - AT 2)](20

1T2 1 ITT2

Since the variance d 2 of the sum or difference of two random variables is the sum of their

variances,

2 2 + 2 (201)aTT -a +t (0

2 2 + UtM2 (202)
T2  2 t M

then

OT + 2• 1tM (203)
T1 T2  Ft I r) F

Now if we consider the numerator

E=j - MT 'W2 -T2 a E 1T 2) - MT ET 1 ) - MT EN) + MT IT (204)

a E(TIT2) - MT 1T 2 E(tI - tM)(t 2 - tM) - (A- l MM 2 - AM)

- E(týt2 ) - E(titM) - E(tltM) + E(tM2 )-(M1- MM)(:-#MM)
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(Equation 204 continued)
2 2 2

=l 1 A2 " A2 M M lIUM + I'M +AM A1 1 2 + 2AM + lM°AM2

2

Now we can write

2

-TP a (205)
TT 4( 1  tM )(2  + at 4

PT1,T 2 -1(206)

M M

In a three-station chain a, and Ot must include the paths from the master to the slave as
1 2

well as from slave to receiver. if all five paths are independent and of similar length, we might

assume

t t2 . M (207)

and

PT1,T2z 0.3 (208)

Near Slave 1 we might assume

Ot "am
(209)

Ot 2 a" m

or

PT1,T 2 0.41 (210)

Near the master station

PTIT 2 - 0 (211)

2X5
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Appendix D
SYSTEM ACCURACY CONTOURS FOR A THREE-STATION HYPERBOLIC SYSTEM

ON A SPHERICAL EARTH

D.1. d ERROR ON A SPHERICAL EARTHrms
The d error of a three-station hyperbolic system as developed in Appendix B is,rms

2 2 11/2d c | AT I + 1,r2 +2p vAT I 1AT2 Cos a 22

rms 2sin- s•sin2 0-lsin2-- 2 sin 2sin (22

where c - velocity of light

0 - isnglc of "cut" between the two lines of position

20 and 202 - the angle subtended at the receiver by the master and Slave Station 1,

and master and Slave Station 2

%T and AT = the standard deviations of the time difference measurements corre
1 T2  sponding to Slave 1 and Slave 2, and

p =correlation coefficient between AT1 and AT2

For a three-station triad the master station is used for both time-difference measurements and

0 z 01 +0

The d error at a given location is a function of the geometrical relation between therms
receiver and the three transmitting stations. When a system is designed and installed to pro-

vide navigation within a certain "service area," it is usually desirable to locate the stations so

that the maximum d error anywhere in the service area is less than some specified amount.rms
A convenient way of determining the location for the stations is to prepare graphs showing lines

of constant d error for several station configurations. Such graphs can then be used as over-rms
lays on maps to find the configuration giving the optimum results for the chosen service area.

This method has been used frequently in the past, and many plots of constant drms error

have been drawn for the LORAN-A, Decca, and LORAN-C systems. In all cases, however, it

has been assumed that the system was used on a flat earth, and calculations were based on a

system of plane hyperbolas. Jessell and Trow give a method for drawing such curves (231.

Although the computation of error contours based on the assumption that the earth is flat

does not result in serious error for systems with baseline lengths of less than 1000 miles, the

errors become serious when the method is applied to VLF systems with baseline lengths of

several thousand miles. When a hyperbolic system Is used on a spherical earth and the lengths

of the baselines are large in comparison to the radus of the earth, the lines of position are not
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hyperbolas, nor are they the intersections of hyperboloids of revolution with a sphere. Under

such conditions the lines of position must be described as the loci of points equidistant from

two fixed points where the distances are great-circle distances. The departure of such loci

from hyperbolic lines can best be visualized by considering the extreme example, in which one

station is located at the North Pole and one at the South Pole. The loci of all points with a con-

stant distance difference from each station are then circles corresponding to the parallels of

latitude.

The solution of Equation 212 at any point on a spherical earth requires the computation of

#it 02' and hence 0, by the use of spherical trigonometry. The problem has been solved by

the use of an analog computer, and the results are given in Figures 61 through 95.

D.2. EXPLANATION OF ACCURACY CONTOURS

Plots have been made for systems with the following baseline lengths (in nautical miles):

1000, 2000, 3000, 4000, and 5000. For each baseline length plots were made with the following

baseline angles (angle subtended by the two slave stations at the master station): 900, 1050,

1200, 1350, 1500, 1650, and 1800. In all the computations we have assumed that p, the correlation

coefficient between AT 1 and AT2 , equals 0.3. Figure 77 shows computations based on both p ,

0.3 and p a 0 to show the lack of sensitivity of d error to p.rms

We have also assumed that A A . Actually the standard deviation of each time dif-
A7T1I AT 2

ference might be expected to be a function of the range to each station. The equality assumption

was used here because it greatly simplified the computation problem.

Further experimental data are not yet available in sufficient quantity to establish a functional

relationship between the standard deviation of propagation time and range. The data that have

been taken indicate that the correlation between the standard deviation of a time difference and

the distance to the location of a receiver is not important.

If we assume that

AT1  AT2  AT

we can rewrite Equation 212 in the following form:

d 1/2
1 I + 1 + 2p coo 2 (213)

COAT 2sin1sin #2 sin usin02)1- 207
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The values assigned to the error contours in Figures 61 through 95 are values of K. For any

curve shown, the value of the d rms error represented by that curve can be found by

drms a K c AT (214)

where c is the velocity of light and oaT is the standard deviation of the time-difference meas-

urement. If aT is given in iisec, and the drms error in nautical miles, then

c = 0.1618 nautical miles/! sec (215)

Figure 77 contains K contours plotted for both p a 0.3 and p - 0. Inside the normal service area

(receiver to master distance less than about 3500 miles) the curves are not greatly sensitive to

p; so the use of

p = 0.3 (216)

over the entire service area seems justified (see Appendix C). The actual variation in p would

only be over a range of about

p = 0.2 to 0.4 (217)

The figures show "azimuthal Pquldtqhnt nr-ier,, nr." The l.-ta.."c.: n•,esurcd rad,,ally

from the master station are correct and constant in scale. Azimuths measured at the master

station are also correctly represented. But all distances measured other than radially from the

master station are incorrect, as are all angles measured about any point other than the origin

or master station. This distortion of areas presents a problem of interpretation and stems

from the age-old problem of representation of large areas of a globe on a flat plane. Cartogra-

phers have not solved the problem, which we are now faced with. For example, a circle

drawn with a radius of 10,800 nautical miles with the master station at its center actually

represents a single point on the earth, the point antipodal to the master station.
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1000 Nautical Miles 900 Baseline

K - 8.0

6.0

Slave Station Slave Station

0 200 400 D00 800 1000
Nautical Miles

FIGURE 61. d -ERROR ISOGRAM FOR A HYPERBOLIC NAVIGATION
SYSTEM ON A SPHERICAL EARTH
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1000 Nautical Miles 1050 Baseline

K - 8.0

2.0

1.2 •

Slave Station 0.9 Slave Station0.80

K= r m___s

COAT

p = 0.3 Master Station

0 200 400 600 800 1000
Nautical Miles

FIGURE 62. d -ERROR ISOGRAM FOR A HYPERBOLIC NAVIGATION
SYSTEM ON A SPHERICAL EARTH
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1000 Nautical Miles 1200 Baseline

K =8.0

...........

2.0

1.5

Slave Station 1.0 Slave Station

p 0.3 Master Station
I i I I I

0 200 400 600 800 1000
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FIGURE 63. d -ERROR JIOGRAM FOR A HYPERBOLIC NAVIGATION SYSTEM ON
A SPHERICAL EARTH
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1000 Nautical Miles 1350 Baseline

K m-8.0

6.0

S~1.5

Slave Stati 1.0 Slave Station

C'AT Master Station
p =0.3 I I I I I I

0 200 400 600 800 1000

Nautical Miles

FIGURE 64. d -ERROR IWOGRAM FOR A HYPERBOLIC NAVIGATION SYSTEM ON
A SPHERICAL EARTH
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1000 Nautical Miles 1500 Baseline

K n 8.0

6.0,, .
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S~3.0

1.2

Slave Station 1Slave Station
dr

K m

"AT Master Statio
p= 0 .3  I , I I t

0 200 400 600 800 1000
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FIGURE 65. d -ERROR ISOGRAM FOR A HYPERBOLIC NAVIGATION SYSTEM ON
A SPHERICAL EARTH
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1000 Nautical Miles 1650 Baseline

K - 8.0

6.0

i 2.0

1.5/

Slave Station 1 Slave Station

K rms Master Station I I
CQAT 0 200 400 600 800 1000

p * 0.3 Nautical Miles

FIGURE 66. d -ERROR ISOGRAM FOR A HYPERBOLIC NAVIGATION SYSTEM ON
rlm A SPHERICAL EARTH
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1000 Nautical Miles 1800 Baseline

K - 8.0

6.0

Slave Station. M e a nave Station

I f I I I I
0 200 400 600 800 1000

Nautical Miles

FIGURE 67. d -ERROR NSOGRAM FOR A HYPERBOLIC NAVIGATION SYSTEM ON
A SPHERICAL EARTH
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2000 Nautical Miles 900 Baseline
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FIGURE 68. d -ERROR ISOGRAM FOR A HYPERBOLIC NAVIGATION
rm SYSTEM ON A SPHERICAL EARTH
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2000 Nautical Miles 1050 Baseline
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FIGURE 69. d -ERROR ISOGRAM FOR A HYPERBOLIC NAVIGATION
rin SYSTEM ON A SPHERICAL EARTH
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D.3. COMPUTATION OF ACCURACY CONTOURS WITH AN ANALOG COMPUTER

The analog computer used in the solution of this problem operated in the following manner.

An appropriate drms value was set into the computer; then as one parameter was changed, the
rmss

computer chose the other parameter to make the d rms a constant.

The plotting was direct and fast with a high degree of accuracy maintained by eliminating

any forcing function having or approaching a zero slope.

With a master station M and slave stations S1 and S2 crecified, we know triangle S2 MS 1

of Figure 96. By adjusting r and C1 or C2 where

C 1 + C2 Z C a Z. S2 MS1  (218)

the drms error of position determination of point P can be computed for any position of point P

coupled with any chosen configuration of triangle S2 MS1. By placing triangle S2Ms 1 of Figure 96

on the suface of a sphere, such as the earth, we can determine the drms error for any point on

the surface of the sphere.

Figure 97 shows this triangle on the surface of a sphere where now the sides of the triangles

are the great circle route between two vertices of the triangle, and the three vertices of the tri-

angle no longer add up to 1800. Triangle MPS1 is redrawn in Figure 98 for analysis by spherical

trigonometry. Specified in the triangle are base line b1 , angle C 1, and range r, leaving angle

201 to be determined for the solution of drms.

M

LOP 2  LOP1

- r C
/

m2 20
"4b 

bm

FIGURE 96. INTERSECTION OF LOP'S 1 AND 2 WHICH DETERMINE
POSITION OF POINT P
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Spherical trigonometry equations for solving this triangle are

sinC 1  sinsI sin 201 (219)

sigam 1  7ln sin b,

cosomI a cos r cos b1 + sin r sin bI coo C1 (220)

coo r = cos mI coo bI + sin m1 sin bI coo S1  (221)

cos bI - cos mI coo r + sin mI sin r coo 201 (222)

coo 20 1 - - Cos C1 cos S1 + sin in S1 coo b (223)

coo C1  - cos 2 1 co. S1 + sin 20, sin S, coo ml (224)

ScS -cos 2 1 co C1 + sin 20i sin C1 cos r (225)

From Identity 219 extract the equation

sin mI sin 20 1 sin b1 sin C1  (228)

and Equation 222 rearranged gives

sin m 1 sin r coo 201 - coo b1 - cos m 1 coo r (227)

Substituting Equation 220 for unknown coo mI in the right hand part of Equation 227 gives

sin m 1 sin r cos 20 1  co b 1 -coo 2 r coo bI - coo r sin r sin bI coo C 1

which can be reduced to

sin mI sin r cos 2 1  coo b1 (1 - coo2 r) - coo r sin r sin b 1 cos C1
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or
sin m1 sin r cos 20 1  coo bI sin2 r -cos rasnresinbI cos C (228)

Dividing by sin r in Equation 228 produces

sin mI cos 201 - coo b sinr -coo resnb I cos C1  (229)

which when combined with

sin mI sin 20 sin bI sin C1  (230)

produces two equations having the same form as the plane trigonometry pair of

p sin a Y (231)

and

p cos a = X (232)

where p1 =sinm,

X1 =coe bI sin r - cos r sin bI cos C 1

Y =sin bI sin C1

Equations 226 and 229 readily lend themselves to plane trigonometry from which we obtain

the standard analog computer rectangular to polar transformation

X sin a - Y cos a = 0 (233)

or

X sin 2 1 - Y cos 2 1 =0 (234)

Equation 234 makes an ideal forcing function in that when sin 2#1 has a zero slope, cos 2#1

has a maximum slope; and when cos 2#I has a zero slope, sin 201 has a maximum slope.

Hence, the accuracy of the determination of 201 will be good for the entire 360o of a circle

with a degeneration In accuracy occurring only when X1 and Y1 approach zero at the same time.

D.4. ANALOG COMPUTER CIRCUIT

The analog computer circuitry for the solution and plotting of constant drms error contours

is shown in the block diagram of Figure 99. The operating principle is as follows.
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sin b cos b'

#1

X2 =cosbsinr- sinbcos C2 cosr

Y2 - sin b sin C2
X1 I coo b sin r - sin b cos C1 cos r "8

Y1 1 sin b sin CI Su

9JX2 1Y2 X 1 Y11C

in #2 #3

X2 sin 2 -Y 2 cos 2 2= 0 XIsin 2-YIcos 2 0I 0

p #2

pF 1+29

05

4 sn sn*1 1i 2 SiC2 +-CL

1"I '1

-K Su 7r M

2 /i

2

FIGURE 99. CONPUTER BLOCK DIAGRAM FOR SOLVING AND PLOTT'ING CONSTANT dr (KI)
ERROR CONTOURS
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(a) Block #1 combines the necessary sines and cosines to produce XI, X2, YI' and Y2'
(NOTE: Subscripts are not shown on b and r, because in this problem bI a b2 while
side r is common to both triangles.)

(b) Block #2 and Block #3 are simulated polar resolvers which force the proper 20, and
20I and 202 to satisfy Equation 234.

X1 sin 201 - Y1 cos 2*1 = 0 (235)

(c) The values of 01 and 0 2 are summed in Block #4 to produce 0.
(d) Block #5 operates on 0, 12' and 0 plus an added p to produce the value K by solving

(see Equation 213)

drms 2.K2 1 2 1 1 2,0Cos 0 (236)
2 K 2 2i 1-'si sine2]4aam - sin 1 1i sin L2 1 2

2 2
(e) A value -K2 is chosen as a desired value to be plotted for K . This value is compared

in Block #6 with the value of K2 that was produced in Block #5, and the difference is

shown on a null meter.
(f) Block #7 is a high-gain amplifier (HG) which insists on its Input being equal to zero.

By feeding the difference K2 - K2 from summing Block #6 into this high-gainamplifier
and using its output as the value of r, this output will be adjusted so that K2 - K 2 1 0.

(g) From the triangle SIMS2 of Figure 91 formed by the location of the master station M
and slave stations S1 and S2, the angle C = MS is chosen for the configuration in
question. The negative of this quantity is fed to summing Block #8, which compares

this value with C1 to produce C2 at its output. C U C1 + C2

d
(h) Block #9 is a plotting table where the constant K or - Is plotted relative to the

previous manually drawn master station, the two slave stations, and the connecting

base lines.

(I) The values for C1, C2 , and r along with chosen sin b and cos b are fed back to Block #1
to complete the loop.

The actual operation of the computer can be done in a number of ways. CI can be a grad-
ually increasing value from an integrator, with the proper r being produced by high-gain ampli-
fier #7 of Figure 99. But because of discontinuities found in the curves, the procedure was to
choose a CI value, vary r until a null was found on the meter, and then plot that point. In this

way it was possible to pass a discontinuity and find the curve again. Also, It was possible to
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search suspected areas without needing a constant null, thereby avoiding the possibility of miss-

ing some of the curve.

The actual analog computer circuitry for generating the values of the block diagram of

Figure 99 is as follows.

(1) The generation of Y = sin b sin C1 Is shown in Figure 100 where the proper voltage

representing the angle C1 is fed to diode function generator (DFG) which has been adjusted to

produce at its output the function sin C1 . The base line between the master station and slave

station S1 does not change in value; hence sin b is computed and manually set on a multiplying

potentiometer, so that the output of this potentiometer is sin C1 sin b =YI"

DFG Potentiometer

C1  uin b T

sin

FIGURE 100. COMPUTER CIRCUIT FOR GENERATING Yi

(2) The generation of X = cos b sin r - sin b coo C cos r is shown in Figure 101 where

three diode function generators, two potentiometers, a servo multiplier and a summing amplifier

are used to complete the generation of X1. The upper path generates -coo C1 sin b, which is one

input to the multiplier, while the center path produces cos r, which is the other input. The out-

put of the multiplier is then -cos C1 sin b cos r. The output of the lower path sin r cos b is

Multiplier

UR 101. 1 -co wUr ccuIT FOR GENERATING sn
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summed with the output of the multiplier by a summing amplifier to produce X1 - sin r coo b -

cos C1 sin b cos r. Similar circuitry generates X2 and Y2"

(3) The circuitry used to generate 201 from the values X1 ana Y is shown in Figure 102

and comprises two diode-function generators, two servo multipliers, and a high-gain, amplifier.

The equation

XI sin 2#1 - YI coo 201 =0

is used here to force the high-gain amplifier to produce 20 1 at its output. If we assume that

this output is already 201, then DFG #1 will generate sin 201 for one input to multiplier #1.

With X1 as the other input, multiplier #1 produces (X 1 sin 2) for the upper Input to the high-

gain amplifier (HG). Similarly, the lower path generates -YI coo 201 for the lower input to the

amplifier. Since the totia input to the high-gain amplifier X1 sin 201 - Y coo 2 #1 is zero, the

output of the high-gain amplifier will continually adjust its output 20 1 so that its input remains

equal to zero, thus the high-gain amplifier has been forced to produce (201). The quantity 202

is produced by a similar citrcuit

Multiplier #1 DFG #1

Y 1@

Multiplier #2 DFG #2

FIGURE 102. COMPUTER CIRCUIT FOR GENERATING 2#1

!i (4) The generation of

d2 n + 2 + (237)

c a 4 sin* ,----'01 si I]2
I is accomplished by multiplying the 201 and 2'2 by 1/2 to produce the desired 0 1 and 02. is

obtained by summing *I and #2 to satisfy the equation (0 + *2 - 9). By the use of diode-
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function generators sin 0, cos 0, sin 01, and sin *2 are obtained; thus we have all the terms

necessary to solve Equation 236 for the determination of drms error. Because of the many

terms in the equation, Figure 103 is the complete circuit diagram for the solution of Equation

237. Sin 01' sin 0 2' and sin 0 are fed directly to servo multipliers SM1, SM2, SM3, respec-

sin # I sin 02 sin 8

2

d
os 1 12

2 2 h 2

22
d rm. 1 [.Xl I + 2 ooo 0 1
C a-- 4 sin 0In0 sin022÷ l n,
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tively, which in turn position banks of multiplying potentiometers to multiply the potentiometer

input by its respective sine function setting.

In Figure 104, high-gain amplifier #1 is shown in detail along with servo-set potentiom-

eter SMIA. The action is as follows. The output of amplifier #1 (-E ) is multiplied by the

Ii

lnin 0

-E° sin •

Ein Cos 01

FIGURE 104. ANALOG HIGH-GAIN AMPLIFIER WITH
A SERVO-SET POTENTIOMETER IN THE

FEEDBACK PATH FOR DIVISION

sin €Isctting of potcntiorntcr SMiA to produce -E 0 sin "I as the feedback value around

amplifier #1. Remembering that the inputs of a high-gain amplifier must add to zero and

that the sign is inverted by an amplifier, we find

-E sine1 + cos 0 0

or

E° sin c1 Cos 9

Dividing both sides by sin 0I produces

cos 8E a
o sin 0 1

Thus, in Figure 103 cos 0 is divided by sin 0 1 by-amplifier I and servo-set potentiometer

SMIA. By a similar arrangement of amplifier 2 and servo-set potentiometer SM2A this output

of amplifier 1 is further divided by sin 02 at the output of amplifier 2, and this in turn is multi-

plied by 2p by the manually set potentiometer marked 2 p such that the output of this circuit is

no 1 cos 02 (the last term in the bracket of Equation 237). The circuit of amplifiers 3nwsin 0 1 sin 0 2

11

and 4 divides by sin 0 1 twice to produce I while amplifiers 5 and 6 produce The

sin0 1  sin 01
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sum of these three terms comprises the entire bracketed quantity of Equation 237 and is summed

at the input of amplifier 7. Amplifier 7, potentiometer 1/4, and amplifier 8 multiply the brack-

d 2

eted quantity by which completes the solution for -m at the output of amplifier 8.
4 sin 9 ca

d 2

From here rms or K is compared with manually set K1 2 to generate range vector r for
C a

plotttng in the previously described circuit of Figure 99.

D.5. CONCLUSIONS

The practice of avoiding any forcing function having or approaching a zero slope was main-

tained even to finding a null on the null meter manually. When a point was reached in the plot-

ting of constant drms or K where I KIwas less than dl, then the practice of setting C and

nulling with r was changed to setting in r and nulling with C1 . It should be mentioned that this

practice broke down in a few plots having a maximum and/or a minimum drms because for these

isolated areas the slopes • and 14 approached zero at the same time. With the exception

of the maximum and minimum drms areas the nulling technique was fast and definite.
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Appendix I
DESCRIPTION OF THE OMEGA AND NLIAC VERY-LOW-FREEUENCY

HYPERBOUC RADIO NAVIGATION SYSTEMS

E.1. OMEGA

The OMEGA system is a time-shared cw hyperbolic phase comparison system operating in

the 10- to 14-kc navigation band. The particular Implementation described here was that en-

visioned in 1958 and presented in Reference 37. Since then certain minor changes have been

made which will be mentioned later. The system is designed to provide world-wide coverage

with about six to eight transmitters on baselines of about 5000 nautical miles. Each transmitter

radiates the same time-shared frequency. The receiver compares the phase of the received

signal from each station to the phase of a local uscillator. Each phase comparison is stored by

a servo until it can be compared with that from another station and thus provide a measurement

of phase between the two received signals. Each phase comparison determines an LOP. The

lines of position thus determined are spaced about 7.9 nautical miles apart on the baseline for

a 10.2-kc primary frequency (fI). The 7.9-mile ambiguities would be resolved by the trans-

mission of a second frequency (f 2 ) from each station. The receiver could then make a "coarse"

measurement on the difference frequency. The ambiguities of the "coarse" readings would be

spaced klong the baseline by

d= 2 (fc f) (238)

If c - 162,000 nautical miles/second and f1 I f2 w 1000 cps, the ambiguities would be spaced

by approximately 81 nautical miles, a distance that could be resolved by dead reckoning.

A station sequence providing eight-station coverage of the earth and two-frequency lane

resolution Is shown in Figure 105. The pattern of pulse deviations provides synchronization

0000 Z
10-Second Period

¶ Time
(sec) 0.9 .2 1.0 2 1.1 . 1.2 .2 1.1 .2 0.9 .2 1.2 2. .2

Segment

Seg A B C D E F G H

Station F1  1 2 3 4 5 6 7 8

Station F 8 1 3 3 4 5 6 7( FIGURE 105. OMEGA TRANSMISSION SEQUENCE[~255
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information for the receivers. Since each station transmits only one frequency at a time, the

transmitters and antennas can be sequentially tuned and thus serve both frequencies. A block

diagram of the master station is shown in Figure 106. Each slave station is similar to the

master except that f1 and f2 at the slaves are phase-locked to the master as shown in Figure 107.

A block diagram of the navigation receiver is shown in Figure 108. As stated before, the

phase of each signal is compared with the local oscillator before the phase difference between

the two signals is taken. If the phase of the f master signal is 0 ,the phase of the slave signal

is 0s, and the phase of the local oscillator is V, the outputs from the two phase shifters in the f1

channel are

om = 0 in (239)

0s = 0s a - (240)

After the outputs of the phase shifters are subtracted in the differential, however, the measured

phase difference between signals will be

S=M m " as = 0m " 0e (241)

Oscillator I :\Id _o

|,00 kc I'

Dividers and eTinnsmitterAntenna

FIUR16.OMGAMATE STATIO BLOC ReAGRA

R.2F. Generators

Commutator I\

II
F1 Keying I

Antenna Keying

FIGURE 106l. OMEGA MASTER STATION BLOCK DIAGRAM
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L J " " 'f ' - - -
(MASTEIll SLS&AVE ) I MASTER & SLAVE

CKWE CHANNEL

IONTRO CONTrRO

FIGURE 108. OMEGA NAVIGATION RECEIVER BLOCK DIAGRAM
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The local oscillator phase has now cancelled out. [I the local oscillator to off frequency, how-

ever, P will change between station sampling periods. Since the sampling periods are up to

10 seconds apart, local oscillator drift of 1 part in 107 will cause an error in AO of

(AO = 10 X 10.7 × 106 1 sec (242)

The phase-shifter servo systems are rate-aided so that the phase shifters will track the drift

of 4p, and the resulting error is actually near zero as long as the servos can track the local

oscillator drift. Since the rate of change of the local oscillator phase is small compared to the

signal phase rate, this is easily done. The oscillator drift appears similar to a change in vehicle

velocity, and the oscillator stability specifications are relaxed in accordance with receiver band-

width requirements and servo characteristics. Either the f1 or f 2 phase difference can be used

as the fine reading; the choice is arbitrary. The baseline lanewldths will be different, of course,

and are related in the following manner

fl lanewidth f 2  f2 -f1
f2 lanewldth 1 f - (243)

If 2 f is small, the lanewidths are nearly equal. It should be noted that each LOP is

actually sampled at a 10-second rate. While this means that the phase servos are data sampling

systems, they will nevertheless provide a continuous indication if rate information is available

either as part of the servo or externally.

E.2. THE AIRBORNE OMEGA RECEIVER

The Naval Research Laboratory has developed an!d built the only existing model of an air-

borne OMEGA receiver [40-451. The model has recently been used on test program flights to

South America. The airborne model deviates somewhat from the earlier description given above.

The eight-station, 10-second transmission sequence has been reduced to a four-station, 5-second

sequence. At present three stations are operating on 10.2 kc and are located at Haiku, Hawaii

(slave); Summit, Canal Zone (Balboa) (master); Forestport, New York (slave). The Forestportt station transmits twice during each sequence, thus giving the four-station sequence; the

synchronizer of the airborne receiver has been designed for this sequence although it is not re-

stricted to 10.2 kc. Expansion of the receiver synchronizer to include a larger sequence would

Snot add greatly to the complexity o0 the unit. A more serious limitation of the synchronizer is
the lack of search mode. Initially the receiver is synchronized with the stations manually and

maintains the synch by oscillator stability, which will maintain synch for periods of nearly one
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week. An automatic synchronizer which allegedly will establish and maintain synch has been

built, but it is not used because the complexity of the receiving equipment is nearly doubled and

a signal-to-noise ratio of more than one is required for reliable operation.a

Lane identification has also been omitted from the airborne model presumably for three

reasons:

(a) NRL thinks that lane information can be obtained by continuous tracking from a

known initial position.

(b) The necessary circuitry would double or triple the size and complexity of the re-

ceiver.

(c) The reliability of lane resolution using multiple frequencies has not been demon-

strated.

The maximum aircraft velocity that can be accommodated by the receiver is 1200 knots.

However, to operate at this velocity, the receiver must be supplied with rate information manu-

ally. This is done by setting dials to the indicated airspeed and heading of the aircraft in re-

lation to the hyperbolic position lines. The acceptable error of rate information is *240 knots

radial from any station. If the receiver is given no rate information, the maximum aircraft

velocity is 240 knots.

The Navy expects to build models with automatic rate inputs coupled to standard flight in-

struments. The output of the receiver is the hyperbolic lane number of each of two position

lines presented on counter type readouts and on a strip chart recorder. The least count of each

output is 0.01 lane.

The total size of the NRL receiver is about 3 cu ft, and it weighs about 60 pounds. Power

requirements are 100 watts of 400 cps primary power. It appears to us that the NRL receiver

could be repackaged in about half its present volume. The present model was constructed in a

laboratory, and evidently no attempt was made to fully use cabinet space.

E.3. DELRAC

The TnELRAC system, a proposal of the Decca Navigator Company, Ltd., is based on the

DECCA and DECTRA systems and uses techniques from both (79]. The system philosophy for

DELRAC is almost identical to OMEGA, but the systems differ largely in instrumentation tech-

nique. In the DELRAC system each LOP would be obtained by a set of measurements on one

station pair (master and slave). The second LOP would use a seprate pair. Decca Navigator

"3 mPersonal communication with A. F. Thornhill and P_ J. Lampkin of NRL.
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Company, Ltd., envisions 12 such pairs providing world-wide coverage with an accuracy of

10-nautical-mile maximum error at the 95% reliability level. The DELRAC system would also

operate in the 10- to 14-kc navigation band with lanewidths of about 6.7 nautical miles. Lanes

would be resolved by the use of multiple frequencies as in the originally proposed OMEGA

system. The lanes would always be resolved in three steps, requiring at least two steps to en-

large the region of ambiguity to a size resolvable by dead reckoning. If the lanewidths are ob-

tained by mixing each of several frequencies with the fundamental frequency f = 10 to 14 kc, and

the ratio of successive lanewidths is n, then

F F F (244)

F- F F
F2 (245)

F F=- (246)3 n3n

or

F1 =F(l +) (247)

F 2 =F n,+~f (248)

If three steps are used to reduce further the level of ambiguity

F 3  F(1 +-A) (249)

If F = 12 kc, the frequencies used would be F1 = 16 kc, F2 = 13 1/3 kc, and F 3 u 12 12/27 kc, with

successive lanewidths of 6.7, 20.1, 60.3, and 180.9 nautical miles.

The transmissions would be shared, as they are in OMEGA, with a sequence as shown in

Figure 109. The individual phase measurements would be made with discriminators with the

readout on rotating dials (deconmeters), as in the DECCA system. The lane resolution circuits

would be unique, however. Rather than presenting the phase difference for each frequency differ-

ence in the readout, they would display only the "fine" readings and one "coarse" reading for the

largest lane. The frequency differences corresponding to the Intermediate-sise lanes would be

used to stabilize the circuits for the frequency difference corresponding to the largest power of

n used. Thus only two deconmeters would be used to define an LOP regardless of the number of

steps taken to resolve ambiguities. A block diagram illustrating this method is shown in Fig-

ure 110.
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SCHEDULE

Time

Periods - 1 2 3 4 5 6 1

{ Master A F F1 F2 ]

Slave B F F 1 F2  -
fMaster C F F1 F 2  and so on

Slave D F F 1 F2

Master E F 2  F IF1

Slave F F F

FIGURE 109. DEIJA.C TRANSMISSION SEQUENCE

The Decca Navigator Company, Ltd., envisions such a receiver with a 5-cps bandwidth oper-

ating at ranges up to 3000 nautical miles, with 5 kw radiated power.

At this time no reliable information on the physical characteristics of the DELRAC equip-

ment is available. The following estimates were made in 1958 [801:

Weight of airborne equipment-B88 pounds

Cost of airborne equipment, approx. - $8000

Cost of one transmitter pair, approx.--$1,000,000
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